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Abstract—This paper presents an automatic annotation method 
for multimedia data. Different object and scene recognition 
methods are analyzed from the literature. The best components 
of current methods are used to design and implement an original 
solution. A novel approach for refining results based on scene 
specific object appearance frequencies is exposed which improves 
annotation performance. Experimental results indicate the 
performance of the proposed solution which successfully 
competes with currently best methods. 

Image processing; automatic annotation; scene recognition; 
object recognition 

I. INTRODUCTION 

Automatic annotation assigns semantic information to 
resources like images and video data. The simplest case of 
annotation assigns a semantic label or tag to an image. This 
label describes the content of the image. The image content 
may be characterized mainly by the image scene - the general 
setting in which it was taken (context) - and by the objects
present. Scene and object recognition have the task of obtaining 
the scene and the objects present for a given input image. 

The automatic annotation of images and other data has 
received much attention in the last years and has proven to be a 
difficult task. Even though there are numerous methods that 
perform well for images that are similar to those belonging to 
the training set used, for general images the results are 
unsatisfactory.  

This paper proposes a method for combining information 
obtained from scene recognition and object recognition. The 
information gained from these two procedures can be 
employed to obtain a much more reliable and robust 
annotation. In our work both objects and scenes chosen for 
recognition are simple, the goal being here is to obtain reliable 
annotations instead of more specific annotations with a low 
accuracy rate.  

Our objectives are: 

• develop a scene recognition method 

• develop an object recognition method 

• combine results in an efficient manner 

• all methods must give annotations in a few 
seconds 

II. RELATED WORK

The recognition methods can be mainly grouped into two 
types. The first type finds objects by comparing them to a 
previously generated codebook or dictionary. These methods 
use an underlying object model referred to as orderless bag-of-
keypoints or bag-of-words due to the fact that it was first used 
in textual information retrieval[1]. This approach has high 
accuracy results and much research has been conducted on 
using it for different purposes and improving its performance 
[2][3][4][5][6][7]. 

The second type of methods are based on spatial or part-
based models[8][9]. These make use of spatial information 
which is deliberately ignored in the bag-of-words model. 
Results for this model type on difficult databases have shown 
to be worse compared to those using bag-of-words models. We 
continue describing the first type of model. 

Constructing a bag-of-words model entails the following 
main processing steps:  

• feature vector extraction;  

• clustering applied on feature vectors; 

• comparison of instances to centers (histogram);  

• classification.  

Every step has a well defined purpose and the different 
implementation choices lead to different recognition methods. 
In what follows different methods are enumerated for each of 
the steps from the literature. 

Many feature types have been employed for visual 
recognition problems. Some of them are: Color moments, DCT 
coefficients, HoG, SURF, GLOH, texton. Arguably the most 
frequently used feature type for recognition is the SIFT[10]
(Shift Invariant Feature Transform) which is invariant to 
scaling, rotation, illumination and viewpoint. 

In [11] the authors evaluate different descriptor types for 
recognition problems. Based on their results an efficient feature 
extraction technique makes use of both dense sampling and 
Harris-Laplace point sampling scheme. The best performances 
were achieved by SIFT descriptors from different color 
channels. 

For clustering methods we mention three types. The first is 
k-means[12], which produces hard clustering assigning points 
to one specific center. The second is Expectation-
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Maximization[13], which performs soft clustering, assigning 
points to centers with certain probabilities. The third is Mean-
shift[14] which has been applied in image segmentation. 

The usage of spatial pyramids in conjunction with the bag-
of-words model has increased recognition accuracy[15]. This 
technique constructs histograms for image partitions resulting 
from dividing the image into more and more parts (thirds, 
quarters, sixteenths etc.). 

Support Vector Machines are highly used classifiers. 
Improved accuracy can be obtained using different kernel types 
for transforming input data to higher dimensional or nonlinear 
spaces. Along with the popular Radial Basis Function kernel 
Chi-Square type kernels have been shown to achieve good 
results[16]. 

Next we present two recognition methods which more or 
less adhere to the steps presented above. 

In Supervised Multiclass Labeling[17] Discrete Cosine 
Transform coefficients are used as feature vectors. These are 
extracted from densely spaced 8x8 patches. A hierarchical 
extension of the Expectation-Maximization clustering method 
is applied to obtain centroids which characterize each concept. 
A high-level feature vector is then obtained by finding the 
probabilities of an image to belong to each separate class. The 
vector is afterwards classified using an SVM classifier in case 
of scene recognition[18]. 

The bag-of-words approach can be used for semantic 
segmentation, i.e. segmentation of the image into objects and 
recognition of objects. Such a method was proposed by Yang et 
al. [19]. The image is first segmented into patches using mean-
shift segmentation [14]. A bag-of-words model is used to 
classify individual patches. The similar patches are grouped 
and this way objects are obtained. Afterwards the bag-of-words 
model is used to classify these larger regions. The information 
obtained from individual patch classification and object 
classification is fused. Finally each patch of the image will 
have an object class label. 

We mention a work where the simultaneous determination 
of both image scene and objects present has been treated [22].  

Based on the study presented above we chose to use the 
bag-of-words model for our recognition problem.  

III. UNDERLYING DATABASE

It is essential to have an extensive and representative image 
database when training classifiers for recognition problems. We 
have gathered images from several complete image databases 
and numerous additional sources. All images have 3 channels, 
use a 24 bit representation and are compressed using jpg 
standard.  For all image classes - scene or object - at least 1000 
instances were used. As a general preprocessing step we have 
resized larger images to have a maximum width or height equal 
to 320 pixels while retaining the image aspect ratio. 

For scene recognition the majority of training instances 
were taken from the Scene UNderstanding database 
(SUN[23]). This database contains a collection of carefully 
selected images for important scenes. To achieve the minimum 

number of images per class we have complemented the 
available images from the above with image queries for the 
necessary scenes on the LabelMe database[24]; images from 
the Corel30k[25] dataset; and also from Google Images 
searches. 

In the case of the object recognition training set almost all 
images have been obtained from Image-net[26]. For some 
concepts it was necessary to combine images from multiple 
nodes of the tree-structure. This entails gathering images from 
the parent node corresponding to a concept (e.g. train) and its 
subnodes (e.g. passenger, freight) and eliminating duplicates if 
needed. The whole data set was parsed several times to check 
for incorrect positive or negative samples. After initial tests we 
identified several potential confusion problems. For example 
sand was several times classified as snow and vice versa or 
grass as wheat. To resolve these issues, the negative examples 
where extended with samples containing objects which were 
often classified as positive. 

IV. GENERAL METHOD DESCRIPTION

In the following we present the implementation for the four 
different phases mentioned in the introduction. This is a general 
description of the methods used for both object and scene 
recognition, the specifics for each are presented in the next 
section. In this section concept may refer to scene or object. 

The general steps of the recognition algorithm are described 
by the following pseudo-code: 

Training procedure
Input: Image database along with ground truth information 
Output: Classifier models 
1. for all images 
2.  transform_colorspace(image); 
3.  extract_descriptors(image); 
4.  save_descriptors(image); 
5. endfor 
6. samples = sample_descriptors(); 
7. find_cluster_centers(samples); 
8. save_centers(); 
9. for all images 
10.  descriptors = load_descriptors(image); 
11. for all descriptors 
12.         i = closest_center_index(descriptor); 
13.         histogram[i]++; 
14. endfor 
15.  normalize(histogram); 
16.  save_histogram(); 
17. endfor 
18. for all concepts 
19.  pos = collect_positive_histograms(concept); 
20.  neg = collect_negative_histograms(concept); 
21.  model[concept] = svm_train(pos, neg); 
22. endfor 

Lines 1-5 extract descriptors (feature vectors) from all 
images. Some descriptors require the image to be transformed 
to another colorspace as a preprocessing step. Cluster centers 
are found using k-means in lines 6-8 which will form the 
codebook (dictionary). Histogram calculation steps are shown 
in lines 9-17. The last part gathers histograms corresponding to 
positive and negative examples which will be used for SVM 
model training. 
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The steps required for annotating an image are: 

Automatic annotation 
Input: Classifier models, image with unknown concepts 
Output: Semantic labels 
1. resize(image)  
2. transform_colorspace(image); 
3. descriptors = extract_descriptors(image); 
4. for all descriptors 
5.  i = closest_center_index(descriptor); 
6.  histogram[i]++; 
7. endfor 
8. normalize(histogram); 
9. labels = svm_predict(models, histogram);  

Here the same type of features are extracted from the test 
image as those used in the training. The histogram is formed 
using the dictionary from training phase and an SVM 
prediction is performed by supplying the histogram to the 
model. 

A. Feature vector extraction 

We employ a dense sampling strategy for feature vector 
extraction as this has shown better results than other point 
sampling strategies (Harris-Laplace corner detection). Based on 
[11] one of the best performing descriptors are C-SIFT. These 
are SIFT features extracted from the 3 channels of the 
normalized Opponent colorspace. For processing we employ 
the Vlfeat toolbox[27] to extract descriptors on a densely 
spaced grid of 6 pixels. Other feature types used are textons, 
which result from applying the Maximum Response filter bank 
[21] on the image. The final feature vector is a concatenation of 
the different types of descriptors. 

B. Clustering method 

For clustering we use k-means on as many descriptors as 
possible. This is done using the implemented function from the 
OpenCV computer vision library[28]. We have used 
descriptors from 500-700 images for dictionary construction.
From a single image approximately 2000 descriptors are 
obtained. Collecting all responses from each image results in 
more than one million samples. This is sufficient because in the 
literature usually sets of around 200000 samples were used.
Another possibility to obtain more representative centers for 
the entire database would be to use less descriptors from 
individual images (every 10th descriptor) and to use more 
images to draw descriptors from. We have worked with 200 
cluster centers. 

C. Histogram construction 

We employ a spatial pyramid with 1x1, 2x2 and 3x1 type 
decomposition, see Fig. 1. For every descriptor the closest 
match from the dictionary is found. For speed optimality 
squared Euclidian distance is used – meaning no square root is 
calculated - and distance calculation halts once the current 
distance is greater than the current minimum. For every 
partition a histogram is constructed where each bin of the 
histogram corresponds to a cluster center. The bin value is the 
number of descriptors that are the closest to the corresponding 
cluster center. A final normalization step is performed. 

1 histogram 4 histograms 3 histograms

1 1/4 1/4 1/4 1/4 1/3 1/3 1/3

Figure 1. Spatial pyramid decomposition and histogram weights

Histograms are weighed with 1/4 for quarter partitions, with 
1/3 for 3x1 subdivisions and with 1 for the global image. The 
final histogram is the concatenation of all histograms leading to 
a final histogram length of 8 times the dictionary size. 

D. SVM training and prediction 

In the training phase we have used a workstation with a 
CUDA enabled GPU. The SVM model parameters (cost and 
gamma) are found by running a GPU-based implementation of 
the libsvm library[29] and performing a grid search. Instead of 
using the standard RBF kernel we have employed a 
modification using the Chi-Square distance between vectors. 
We have been experimenting with other kernel types and have 
found interesting behavior with some achieving similar results. 

For two vectors x and y the Chi-square distance between 
them is defined as: 
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Based on this distance the RBF kernel function can be 
modified as:  
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In the case were the vectors are a concatenation of 
histograms obtained from partitions of the image (spatial 
pyramid type decomposition) each of these histograms needs to 
be weighed according to the size of the source image. This 
gives rise to the following definitions. Let the following 
indicate a partitioning in p vectors of x: 
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Then weighing each partition of the vector with normalized 
weights wp leads to the following kernel function: 
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The operation ○ signifies an element by element 
multiplication (Hadamard product). This means that weighing 
the partitions is equivalent to weighing the individual elements 
accordingly. This property is useful at the implementation 
phase because the Chi-Square distance calculation remains the 
same. 
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V. SPECIFICS OF EACH METHOD

A. Scene recognition 

For scene recognition we propose a two level classification. 
First an image is classified as indoor or outdoor and then it is 
classified further as a more specific indoor or outdoor class. In 
[15] a single multi-class classifier was used that was trained for 
15 indoor and outdoor classes. In [30] first an image was 
classified as indoor or outdoor, but only the outdoor ones were 
classified further as a more specific class. 

The used approach for scene recognition is based on the 
general method described in Section IV. Instead of training 
classifiers that predict the presence or absence of an object in 
an image, three multi-class classifiers are trained: 
indoor/outdoor, indoor and outdoor. The bag-of-words 
approach is used to obtain the feature vectors that are used for 
classification. 

Three feature types were chosen as local descriptors for 
bag-of-words: CSIFT, dense-SIFT, texton. Sande et al. 
evaluated several color descriptors in [11] for object 
recognition, in which the CSIFT descriptors had the best 
performance. Lazebnik et al. used densely sampled gray-SIFT 
descriptors for scene recognition[15]. Li and Perona[31]
showed, that dense features work better for scene classification 
than features sampled only at corner points. The gray-SIFT 
descriptor provides a certain degree of color invariance. The 
third descriptor used is the texton feature. A MR (Maximum 
Response) filter set consisting of 17 linear filters is applied 
over the image of interest. This way a feature vector of size 17 
is obtained at each pixel. The MR filter set was used in 
[20][21], which provide local color and texture information. 

Codebooks have to be obtained for each feature type. Using 
spatial pyramids, 8 histograms are obtained for each feature 
type, which results in a total of 24 histograms. Using 
codebooks of size 200 the length of the final feature vector, that 
describes the whole image, is 4800. These feature vectors are 
used for classification. Classification is done using a multiclass 
SVM classifier. 

B. Object recognition 

The set of objects is divided into indoor and outdoor 
objects. Objects may refer to general materials (e.g. snow, 
sand) or concrete objects (e.g. car). For each object a binary 
classifier is trained where the positive class means the object is 
present in the image, the negative class denotes the absence of 
the object. 

SIFT descriptors are computed on the three channels of all 
images transformed to the normalized Opponent Color Space. 
A dictionary is constructed that consists of 200 cluster centers 
obtained using k-means on approximately 700000 descriptors 
previously found. Afterwards, the images are partitioned in 
quarters and also in one thirds in vertical direction. For every 
descriptor obtained the closest element from the dictionary is 
found and histograms are created for all image partitions as 
well as for the global image [15]. The final 1600 dimensional 
histograms are then used to construct training sets with positive 
and negative examples. 

In the case of object recognition we rely on indoor/outdoor 
classification in order to choose to look for indoor or outdoor 
objects. This is why it is essential to have a very accurate 
indoor/outdoor classifier.  

VI. COMBINING RESULTS

By using both information resulting from scene recognition 
and object recognition a robust general annotation can be 
obtained for images. The main idea is to enhance one method 
using the other. Based on our tests, scene recognition provides 
a more reliable basis which can afterwards influence the 
probability of an object being present in an image. 

Let s denote a column vector of n components containing 
the probabilities of each of the n scenes. Similarly, define c as a 
row vector of m components. The entries of c are the 
probabilities of each object being present. These are obtained 
by performing a classification on a test image. We next define 
the object appearance frequency matrix W. The entries of this 
matrix were obtained from the scene specific object appearance 
frequencies of the manually labeled training set. In order to 
penalize incorrect results entries on each column are 
normalized to have zero sums: 
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nxm ij
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W M W j
=
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This property is also necessary in order to prevent favoring 
a specific object.  

In order to refine object probabilities we combine every 
scene probability with every object probability by multiplying 
them together along with the corresponding element from the 
W matrix. Afterwards we sum the products along the columns 
to obtain scores for each object (See Fig. 2).  

Figure 2. Obtaining score values 

The formula for the score of each concept is given by: 
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The last formula expresses the whole score row vector as an 
entry-wise (Hadamard) product denoted by ○. Object 
probabilities are modified using the following rule (Note: 
scores can be negative): 
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where p signifies the probability of an object, Δp is the 
probability difference, σ is the score for the object and t is a 
threshold value. The best values for Δp and σ can be 
determined experimentally using a grid search.  
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VII. EXPERIMENTAL RESULTS

For evaluation we used three measures from the 
information retrieval domain: precision, recall and accuracy for 
binary classification.  

Table I contains the confusion matrix for indoor/outdoor 
classification. Columns indicate true class while rows show 
predicted class. The results were obtained using a 5-fold 
crossvalidation on the training set. Average accuracy is 97.7%. 

Table II contains precision and recall values for indoor and 
outdoor scenes which resulted from training set and test set 
evaluation. Table III shows the performance of each binary 
classifier for individual objects. 

TABLE I. CONFUSION MATRIX FOR INDOOR/OUTDOOR CLASSIFICATION

outdoor indoor 
outdoor 5865 124 
indoor 135 5376 

TABLE II. SCENE RECOGNITION 5-FOLD CROSSVALIDATION AND TEST 
RESULTS

crossv. test set  crossv. 
Scene prec. rec. prec. rec. Scene prec. rec.

coast, beach 76.8 75.4 79.5 74 bathroom 74.2 78.6
desert 81.3 82.9 74.3 81 bedroom 68.5 64.2
forest 87.2 89.2 89.5 86 dining 65.5 62.9

grassland 89.1 88.4 91.6 88 hall 95.4 95.4
highway 90.7 88.6 87.5 91 kitchen 75.4 72.3

lake, river 76.4 69.6 74.7 74 living 67.7 69.8
mountain 76.7 77.3 78.2 79 mall 80.5 83.3

open water 83.7 84.9 82.3 84 office 64.5 66.2
sky 88.2 91.2 87 87 performance 73.8 70.1

snow 77.5 78.5 75.7 72 restaurant 64.4 68.1
underwater 91.7 93.2 87.0 94 store 85.8 85.1

urban 88.1 89.6 86.5 84 average 74.1 74.1

average 83.95 84.07 82.5 82.8    

TABLE III. OBJECT RECOGNITION 5-FOLD CROSSVALIDATION RESULTS

Object prec. rec. acc. Object prec. rec. acc. 
people 77.9 68.6 81.4 window 75.7 66.3 81.6 

sky 84.3 82.3 86.2 carpet 88.9 82.3 91.0 
water 90.2 87.2 91.5 curtain 86.5 79.0 88.8 
tree 85.1 80.3 87.5 floor 77.2 68.9 82.5 

grass 83.4 78.4 86.5 door 83.3 78.6 87.6 
sand 82.4 75.3 86.7 bed 77.7 69.0 83.1 
snow 84.2 80.3 87.1 lamp 80.7 66.4 85.4 
rock 80.1 72.4 86.3 tv 80.6 70.5 84.2 
ship 91.8 88.3 93.0 computer 76.4 70.3 82.8 
bird 80.6 77.0 85.4 wardrobe 89.3 84.6 91.7 

flower 84.7 83.0 88.8 toilet 81.9 74.6 86.0 
wheat 90.9 88.9 93.7 bathtub 79.3 72.3 84.4 

car 88.4 86.0 91.5 shower 83.7 78.5 87.6 
train 88.1 86.5 89.8 table 77.3 67.4 84.5 

airplane 90.2 87.4 92.8 chair 73.8 60.0 80.7 
cloud 77.6 74.3 86.3 fridge 83.9 75.7 87.8 

mountain 85.3 83.0 87.7 armchair 70.4 56.5 77.5 
road 78.1 67.9 85.8 shelf 81.3 67.7 84.6 
house 88.6 86.4 90.3 desk 73.4 65.4 80.4 

building 87.4 85.0 89.5 average 80.07 71.26 84.85
street 87.4 84.5 89.1 

average 85.08 81.1 88.43

TABLE IV. SCENE DETECTION COMPARISON USING 5-FOLD 
CROSSVALIDATION

Scene Lazebnik [15] Dunlop [30] Our 

coast, beach 44 60 77 
desert 48 76 81 
forest 85 71 87 

grassland 56 79 89 
highway 79 67 91 

lake, river 42 44 76 
mountain 81 73 77 

open water 67 70 84 
sky 83 82 88 

snow 69 75 77 
urban 87 90 88 

average 71 73 83 

We have strived to use the same scene classes and same 
images for training in order to compare the results with those 
from [15] and [30]. The comparison of these methods is 
presented in Table IV based on scene classification precisions. 

 The Fig. 3-5 depict the confusion matrices for scene 
recognition in different evaluation scenarios. In the case of Fig. 
4-5 1000 instances were used per class. For outdoor classes a 
test set was assembled containing 100 instances for every scene 
class, all of them different from those in the training set. 

Table V shows the performance evaluation of the object 
recognition method on the test set for scenes. The objects that 
did not appear in the set are excluded from the table. We 
performed a grid search from 0.045 to 0.505 with a step of 
0.045 for Δp and from 0 to 0.04 with a step of 0.002 for t. The 
table shows results for Δp=0.405, t=0.02. The entries in bold 
indicate an improvement in performance. It is obvious that for 
most cases performance improves, for objects where this is not 
the case the original probabilities can be used. 

One of the major advantages of the presented methods is 
the speed. Average execution time for scene recognition is 
around 1.5 seconds. The most time consuming part is the 
computation of dense SIFT features. SIFT features are 
computed on 3 color channels and the grayscale image. These 
computations are obtained on 4 parallel threads. The system 
used for testing had an Intel Xeon 2.66 GHz CPU and 2 GB 
RAM. Another advantage is that the object recognition uses the 
same CSIFT features as the scene recognition.  Test images are 
resized to have a maximum width or height equal to 320 pixels 
while retaining the image aspect ratio. 

Figure 3. Confusion matrix for outdoor scenes evaluated on the test set 
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Figure 4.  Confusion matrix for outdoor scenes evaluated on the training set 
using 5-fold crossvalidation 

Figure 5. Confusion matrix for indoor scenes evaluated on the training set 
using 5-fold crossvalidation 

TABLE V. OBJECT RECOGNITION TEST RESULTS COMPARISON

original refined 
Object prec. rec. prec. rec. 
people 72.5 40.0 52.0 51.2 

sky 97.8 85.9 97.9 83.2 
water 78.0 75.5 87.3 83.7 
tree 92.4 60.3 92.3 59.1 

grass 73.1 66.5 77.2 66.5 
sand 71.2 79.6 71.4 88.8 
snow 64.2 46.7 74.4 62.0 
rock 67.4 46.9 56.1 64.8 

flower 34.5 38.5 35.6 61.5
wheat 9.6 70.0 10.1 80.0 

car 70.3 51.8 66.7 84.7 
cloud 75.1 62.8 76.9 62.4 

mountain 80.8 57.2 79.9 65.7 
road 59.0 91.8 78.4 88.8 
house 24.6 35.0 23.5 47.5 

building 63.4 57.7 70.0 75.7 
street 80.0 86.1 70.1 94.4 

average 61.9 65.5 71.8 65.9 

VIII. CONCLUSIONS

The work presented in this paper is the result of designing 
and implementing an automatic annotation system that works 
for general images. We have provided a detailed description of 
the methods used and the results obtained. 

Contributions include: the assembling of the training image 
dataset, which contains about 36k images for objects and an 
additional 23k for scenes; analyzing the currently best 
performing methods and selecting the best parts from them; 
implementing both scene and object recognition; introducing a 

method for combining results in order to achieve more robust 
annotations. After fusing results from individual scene and 
object recognition average precision value increases by 10% 
while average recall value is preserved. Although we have 
presented a method to improve only object recognition it is 
possible to improve scene recognition also by making minor 
modifications (if object classifiers are considered more 
reliable). 

Future research will be conducted on developing further the 
technique for fusing scene and object information. We have 
plans to extend the set of objects to be recognized by adding 
new classes (bus, bicycle, different animals, etc.). Another area 
of interest is the use of other kernel functions. Some kernel 
functions provide acceptable results with virtually any SVM 
parameters. A future paper might discuss these findings. 
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