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Abstract: Computer assisted diagnosis/surgery systems need improved solutions for visualization and interactions, as the virtual probe tools. This work presents such an interaction tool and its applications in medical imaging. The novelty is represented by the use of neuro-fuzzy systems in 3D virtual probe positioning; two such configurations are presented and compared to the crisp positioning system. We prove that the neuro-fuzzy solutions outperform the crisp solutions in terms of computational complexity and positioning accuracy. The proposed framework integrates several functionalities: positioning of arbitrary cutting planes; 3D editing, measurements and annotations; stereo visualization. Being a flexible architecture, other functionalities could be integrated in the future.
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I. INTRODUCTION

Camera calibration is essential in computer vision applications that require metric measurement of the scene such as 3D reconstruction, 3D interaction, object inspection or scene mapping. The most commonly used model for camera calibration is the pinhole camera model that generates the image through a projective transformation from a 3D Euclidean space onto the image plane.

Camera calibration can be described as the process of finding the camera model and implicitly estimation of its parameters.

Explicit camera calibration implies that the calibration process provides accurate physical parameters of the camera. This solution can be seen as a white box-type model. A white box model is the most detailed type of model, and is as close as possible to a complete description of the real system.

Calibration by means of white box-type models has some disadvantages due to the complexity of mathematically approximating the optics of a camera and the associated set-up necessary for the calibration.

Implicit calibration, on the other hand, provides a set of rules that emulate the camera behavior without actually needing the camera parameters. Because of this behavior we can call this a black-box model, such a model is used where the response of a system is not broken down into its underlying mechanisms, and is represented by an empirical description or set of transfer functions and parameters that do not describe any internal physics. This type of model presents a series of advantages. Since black box models usually consist of a set of rules and simple equations, they are easy to be optimized and can run very rapidly. Also it requires minimal computation power due to its relative simplicity.

Because a high accuracy but also a low computing overhead is necessary for our calibration process, a neuro-fuzzy model appears to be the most appropriate solution.

Neuro-fuzzy systems act as universal approximators, i.e. any non-linear function can be approximated with an arbitrary accuracy using a properly tuned structure (fuzzy sets and fuzzy rules) [1], [2].

In the recent years, the advantages of using machine learning techniques for camera calibration have been observed and applied by many researchers. For example, there have been proposed methods that use a black box model to calibrate a single camera [6], [9] or a stereo configuration of cameras [10]. Liu Wan-Yu [7] presented an approach for camera calibration based on the neural network optimized by Genetic algorithms. Dong-Min [8] performed camera calibration using a nonlinear modeling function of an artificial neural network and reports better results than in the case of the Tsai’s calibration method [5].

BP neural networks were also used by Li [3] for the calibration of a structured light system and by Ge Dong-Yuan [4] for camera calibration.

A coplanar camera calibration method based on neural network is proposed by Xiabo et al [11], neural network is used here to learn the relationship between the image information and the 3D information to correct aberrance of camera.

Fuzzy neural systems were also used for moving PTZ camera accurately to the target object in the work from [12]. Their system can overcome image center shift in zooming in object, and object deviating from the image frame and outside of the center region when enlarging image. Therefore, fuzzy neural system simulates PTZ camera to move image frame accurately so as to make full use of intelligent monitoring system.
In our previous work we indicated that neuro-fuzzy systems can give better results than crisp camera calibration in terms of accuracy and noise resilience [13]. The approach presented in this paper extends the one-stage neuro-fuzzy architecture used for calibrating a stereo camera system to a cascaded multiple stage neuro-fuzzy architecture, compares the performances of these neuro-fuzzy architectures as well as of the crisp one, and presents their application in medical imaging visualization and volume manipulation.

Traditional interaction devices, such as keyboard or mouse used as a way to interact with windows, icons, menus and pointers (WINP) are not the most appropriate tools for some tasks involving 3D perception and interaction. Ergonomic human-computer interfaces are crucial when dealing with medical applications. The traditional 2D interaction devices, that offer clinicians the possibility to navigate and edit volumetric medical data slice by slice, are no longer satisfactory in daily practice; 3D anatomical objects are mentally reconstructed – as a natural cognitive ability of humans but this is not always desirable. Nowadays, many new software applications can help radiologists in the process of 3D reconstruction of anatomical structures from DICOM images. In this case, 3D stereo visualization or augmented and virtual reality, where applicable, provides radiologists with a more natural way of evaluating and learning patient anatomy, facilitating diagnosis, therapy design, and monitoring.

Following these considerations, it is important to have 3D interaction techniques to manipulate virtual representations of human organs, and this is currently an emerging medical imaging field. Actually, according to Bowman et al. [14], 3D interaction should be defined as the type of human-computer interaction in which user’s tasks are done in a 3D context – therefore simple non-obstructive interfaces are required.

Many research teams investigated and developed new interaction and visualization modalities – some of them specifically designed for medical applications. Gratzel et al. [15] presented a non-contact mouse for surgeon – computer interaction using gestures. Feied at al. [16] also developed a hands-free system for visualization of medical images during clinical procedures, to avoid radiologists’ contact with the keyboard and the mouse, as potential contamination sources.

De Paolis et al. [17] propose another system that helps surgeons to model patient’s organs and interact with them in a more effective way for pre-operative planning and also during the real surgical procedure. The finger movements are detected by means of an optical tracking system and are used to simulate the touch of the virtual interface. Gallo and Ciampi [18] developed a 3D interface for medical data exploration. 3D medical data can be manipulated in a semi-immersive virtual environment, using a data glove with an attached infrared led, tracked by a Wii remote sensor.

Another medical data visualization system is proposed by Cooperstock and Wang [19], which supports 3D display of the content and implements interaction techniques similar to the manipulation of physical objects. Reitinger et al. [20] developed a system for planning liver surgical procedures, called LiverPlanner, with the benefits of stereoscopic visualization through HMD and 3D interaction for refinement of medical images through a system that tracks both the body position and the interaction device using an optical tracking system.

However most of these solutions require either a complicated setup, are not flexible enough to be easily used by an untrained user (in terms of a natural simple interaction) or are too expensive in terms of the camera and calibration equipment.

Our goal was to design and implement a flexible, fast and accurate alternative to the existing solutions, by integrating the neuro-fuzzy system in the 3D positioning of the virtual interaction probe. For this purpose, we developed an interaction pen-like device tracked by two web cameras, device that is integrated in a framework for 3D manipulation and 3D editing of medical data.

Structure of the remaining paper is as follows. Section II presents stereo camera modeling. In Section III, we briefly describe the initial neuro-fuzzy architecture and the proposed cascaded neuro-fuzzy architecture. Section IV presents evaluation and experimental results, and the conclusions are drawn in Section V.

II. STEREOCOSCIC CAMERA MODELING

In the area of stereo imaging, accurate calibration of the camera pair is crucial.

There are many techniques to obtain 3D information from a scene, using computer vision such as: modifying the intrinsic camera parameters, i.e. depth from focus/defocus and depth from zooming, considering an additional source of light projected onto the scene, i.e. photometric stereo or structured light, considering additional surface information, i.e. shape from shading, shape from texture and shape from geometric constraints, multiple views, such as stereo and shape from motion. We focus here on the stereo methods i.e. based on multiple views. Each point of a given image determines a ray that crosses the scene and intersects in a unique 3D position with the corresponding rays obtained from other views of the scene. This is known as the triangulation principle.

The triangulation is the process of finding the 3D position of a point from two other points placed along a baseline. In case of stereovision systems, each point of a given image, determines a ray that crosses the scene and intersects in a unique 3D position with the corresponding rays obtained from other views of the scene. Obviously, both the calibration and the correspondence problem must be solved.

As a preliminary step, a simulation procedure has been setup in order to test the performance and robustness of the proposed neuro-fuzzy calibration method. In Figure 1, the two cameras point to a cloud of points.

![Figure 1. Stereo configuration for 3D reconstruction.](image-url)
The projection of the scene points is modeled for each camera by equation (1) as represented in Figure 2.

\[ P_i = 2D K_C^{-1} K_W^{-1} w P \]  

(1)

Where:

- \( w P \) is an object point represented with respect to the world coordinate system,
- \( P_i \) is the image point corresponding to the projection of \( w P \),
- \( K_W \) is the transformation matrix that relates the camera coordinate system with respect to the camera coordinate system, \( 2D K_C \) is the projection matrix that models the internal geometry of the camera by a set of intrinsic parameters:

\[ 2D K_C = \begin{bmatrix} \alpha_u & 0 & u_0 & 0 \\ 0 & \alpha_v & v_0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \]  

(2)

\[ \alpha_u = -f \cdot k_u, \quad \alpha_v = -f \cdot k_v \]

So, the projection of an object point \( w P \) onto the camera (obtaining the point \( P_i \)) is defined in equation (3):

\[ \begin{bmatrix} s \cdot x_i \\ s \cdot y_i \\ s \end{bmatrix} = C_i P_i \]

where,

\[ C_i P_i \] is the ith image point of the camera Cj.

The 3D points are mapped onto the 2D points by the camera projection, therefore obtaining a bijective relation between the two sets. This relation can be modeled by a neuro-fuzzy system [13].

III. STEREO CALIBRATION USING NEURO-FUZZY ARCHITECTURES

A. The basic uncorrelated neuro-fuzzy (ANFIS) calibration architecture

The model used for camera calibration consists in fuzzy inference systems, represented in special artificial neural network architecture, called Takagi-Sugeno fuzzy systems, [21]-[23].

Sugeno-type FIS structure is generated using subtractive clustering and requires separate sets of input and output data.

Since fuzzy systems are universal approximators, it is expected that their equivalent neural network representations will possess the same property.

The reason for using a fuzzy system in terms of neural network is to utilize the learning capability of neural network to improve performance, such as adaption of fuzzy systems.

The initial proposed method [13] finds a set of rules that define the functionality of the cameras involved in the stereo configuration.

The initial step consists in producing a reliable training set of input-output data that capture all the system features and covers the full input variable space. The data set is then subed to a subtractive clustering procedure resulting an initial first order Takagi-Sugeno (T-S) fuzzy system. In this step the structure of the fuzzy system is set (number of fuzzy sets and fuzzy rules), and initial values of the fuzzy system parameters (nonlinear parameters for the input fuzzy sets and linear parameters for the output fuzzy sets) are computed. Usually this initial fuzzy system is not accurate enough. To improve the accuracy, the initial fuzzy system is then trained using an adaptive neuro-fuzzy training method (ANFIS) and the training data set. During the training, both types of fuzzy system parameters (nonlinear and linear ones) are adapted. ANFIS uses a combination of least-squares and back-propagation gradient descent-based learning procedure for tuning initial parameters. The resulting fuzzy model is tested from the accuracy point of view. If the model accuracy is acceptable, the modeling procedure stops and provides the desired neuro-fuzzy model. If this is not the case, the procedure can be resumed either by retraining the fuzzy system with different parameters of the training procedure (e.g. an increased number of training epochs), generating a new initial fuzzy system with a different structure, or even by using a new data set.

In our case, with 4 inputs, 2 from each camera, a fuzzy rule can be expressed as:

If \((X_1 = A_1)\) and \((X_2 = B_1)\) and \((X_3 = C_1)\) and \((X_4 = B_m)\) then \(Y = p_a X_1 + q_a X_2 + r_a X_3 + s_a X_4 + l_a\).

The resulting structure of uncorrelated neuro-fuzzy (black box representation) model is given in Figure 4. Three fuzzy logic systems are involved, one for each dimension of the 3D space. All these fuzzy logic systems take as inputs the coordinates of the two 2D cameras: \(x_1, y_1\) and \(x_2, y_2\). The output of the neuro-fuzzy systems are the coordinates of the reconstructed points in 3D space: \(X_1, Y_1\) - on X, \(X_2, Y_2\) - on Y, and \(X_2, Z_2\) - on Z.
In Figure 4 and Figure 5, the block “Initial FiS” refers to the initial fuzzy inference system for ANFIS training, whereas FIS refers to the tuned FIS structure whose parameters are set according to a minimum training error criterion.

**B. A cascaded architecture of neuro-fuzzy systems for exploiting data correlation**

The Multi-Input Multi-Output Adaptive Neural-Fuzzy Inference Systems (MANFIS) extend the notion of a single output system, ANFIS, to produce multiple outputs.

One way to generate a MANFIS model is to place as many ANFIS models side by side to produce multiple outputs, but in this case no modifiable parameters are shared by the juxtaposed ANFIS models as it can be seen in Fig. 4. Each ANFIS model has an independent set of fuzzy rules, which makes difficult to realize possible certain correlations between outputs.

Another way of generating multiple outputs and at the same time of using correlations between apparently independent parallel ANFIS models is by using a cascaded architecture that uses the initial outputs from the first step as inputs for the second step along with the same initial training data. This strategy provides the possibility of exploiting hidden correlations in the training data and refining the operation of the complete 3D position prediction system. Several ways of combining the independent outputs of the three individual prediction systems for the x, y and z coordinates may be found. A simple and effective solution (as proven by our experiments) is to use as additional input to the refining stage of the cascade, the norm of the 3D vector formed by the origin and the initial estimated coordinates x, y and z. Provided the initial estimation error is reasonably small, this way of combining the initially estimated x, y and z coordinates offers a reliable input value and also restricts the searching region to a sphere whose radius (equal to the length of each 3D vector) is roughly known with good accuracy.

Again, FIS generator blocks - generates a Sugeno-type FIS structure using subtractive clustering and requires separate sets of input and output data as input arguments followed by ANFIS blocks that tune the initials FIS.

This approach of using a cascaded architecture effectively exploits the correlation underlying the set of coordinates of 3D points and gives better results in terms of accuracy and noise resilience, this architecture is presented in Figure 5.

**IV. MEDICAL VOLUME VISUALIZATION AND INTERACTION USING NEURO-FUZZY TOOLS**

Our proposal emerged from the clinicians’ need for more natural solutions to human-computer interaction (HCI) in medical image visualization and editing. Starting from the study of Luigi Gallo et al [18], we identify some requirements that must be taken into account when new solutions are to be proposed:

- non-obstructive hardware components should be preferred;
- intuitive interaction techniques are ideal for a satisfactory degree of friendliness;
- near real time interactivity should be provided to give a reasonable interaction perception;
- input devices should be ergonomic, wire-free and easy to handle.

Finally, for medical applications, not all 3D tasks (navigation, selection, manipulation) [14] are to be performed, as there is generally only one object in the scene and therefore the most frequent task is the editing of parts of this object.

In general, a 3D interaction process implies following steps: modeling and calibration of the camera setup, followed by the detection, tracking and accurate positioning of the interaction device.

In the initial step two web-cameras are involved and a checker-board, for producing a reliable training set of input-output data that captures all the system features and covers the full input variable space (that represent our virtual bounding box).

Fig. 6 represents the entire process of image acquisition from each of the two cameras and detection of interest points, which are the corners of the checker-board, followed by the actual calibration with cascaded neuro-fuzzy systems architecture.
At this moment cameras are calibrated with cascaded neuro-fuzzy systems architecture and we obtained FIS structures that allow reconstruction of 3D points in the defined virtual bounding box. This represents the essential step in developing our interaction tool.

The next step in the detection of our interaction tool was the synchronization of the video streams of the two cameras using triggers that acquire one frame at a time from the video streams of the pair of camera Figure 7.

Afterwards, threshold segmentation was applied on the video frames to detect the light spot of an infrared led. The led has a wide angle of radiation so that it is detected by the two cameras simultaneously, even if the led is not pointing directly to the camera. The led is positioned on top of the interaction tool, further used as a marker in the interaction process. To avoid any complications introduced by the complex background, we attach infrared filters to the two webcams. As the spot light is narrow, its center of gravity is an accurate approximation of the real marker position. This helps the 3D tracking because the marker may be approximated with negligible error to a single 3D point. The spatial position of the led is found by the neuro-fuzzy inference system described in the previous section, once we provide the pairs of 2D coordinates detected in the synchronized frames of the video streams. The procedure is illustrated in Fig. 8.

The integration of the interaction module with a medical image/volume visualization system was done through a configuration based on the MATVTK framework [24]. MATVTK was developed as a flexible working environment that provides fast computing, registration and segmentation of medical data. This configuration is presented in Figure 9. Basically, MATVTK allows an easy integration of the flexible VTK’s data-flow approach with the powerful computing tools provided by MATLAB.
(keyboard and mouse), for defining the volume manipulation behavior along with the virtual probe used as 3D interaction tool. We selected this approach as the clinicians are also used to work with classical input devices and only need the extra-capabilities to interact in 3D scene for further processing.

In general, the interactive 3D editing methods, involve correction tools for refining the results obtained by some automatic processing methods. There are few approaches in the literature on this topic, such as the ones presented in [25] – [27]. We integrated so far three 3D interactive editing tools to refine some medical volume segmentation, but due to its open architecture, our system can be easily extended with new methods. These three tools are 3D erasing, 3D filling and 3D morphological operations:

3D erasing: assuming that the interaction tool of the virtual probe has a spherical shape of radius \( R \), the voxels of the 3D volume contained by the sphere may be removed. The center of the sphere, denoted by the 3D medical volume presented in the virtual scene. The 3D volume contained by the sphere may be can be easily extended with new methods. These three tools are 3D erasing, 3D filling and 3D morphological operations:

\[ V'(x, y, z) = \begin{cases} 
0, & (x-x_c)^2 + (y-y_c)^2 + (z-z_c)^2 < R^2 \\
V(x, y, z), & \text{otherwise}
\end{cases} \quad (5) \]

\[ V(x, y, z) = \begin{cases} 
0, & \text{outside of the segmented volume} \\
1, & \text{inside of the segmented volume}
\end{cases} \]

where \( V' \) is the processed volume.

3D filling: Having a binary segmentation of the volume, with \( V(x, y, z) = 1 \) inside the organ, the volume can be filled by setting to 1 the voxels inside the sphere.

3D morphological operations: are typically used in post processing. Dilation, erosion, opening and closing are the basic operations, often applied in image processing. Initially developed for 2D binary images, they may easily be extended to 3D using a cube/sphere-like structuring element, in terms of the minimum and maximum operations defined inside the cube to replace the current voxel on which the cube/sphere is centered.

Some additional functionalities of our system that could be developed with the help cascaded neuro-fuzzy architecture used for 3D positioning are:

Virtual cutting plane – There are situations when cutting planes have to be positioned in arbitrary positions different then standard orthogonal planes (transversal, sagittal, coronal). This objective is difficult to reach in 3D space, when using traditional interaction tools, because plane is described either by three points or by a normal vector to the plane and a point. While the first method is somehow cumbersome, the second one is easy to implement with our solution. The approach is as follows:

- The arbitrary cutting plane is described by the point \( p(x_0, y_0, z_0) \) – selected with the interaction tool.
- Let \( n = (a_1, a_2, a_3) \), be the normal vector perpendicular on the cutting plane with the origin in the center of the volume (the same point where virtual camera of the scene is focusing).

Using this normal vector and the point selected with proposed interaction tool you can determine the best cutting plane, Figure 11.

\[ n = O_c - T_c \quad (6) \]

Where:

- \( O_c \) - camera center of the virtual scene where the medical volume is represented
- \( T_c \) – vector that indicates camera’s orientation (towards our volume).
- \( n \) - normal vector of the plane

\[ \rightarrow \]

3D annotation - for pointing zones of interest inside the medical volume and attaching information at the desired spatial location;

3D measurements of the distances between two or more points inside of medical volume

\[ \rightarrow \]
V. EVALUATION AND EXPERIMENTAL RESULTS

The first step of the experimental stage is the simulation of a stereo configuration, which is eventually, calibrated using the proposed method. The advantage presented by the simulation is that the reconstruction accuracy can be precisely calculated since the ground truth is known. The resulting black box model is then used for finding depth using the 3D objects generated by simulation and shown in Fig. 12.

The 3D error was calculated for all the points of the 3D object as the distance between the calculated point and the ground truth. In order to estimate the robustness to noise, different amounts of noise were applied to the 2D image points and the 3D position was estimated.

Table I shows that the error obtained in case of a crisp calibration has the range between 0.30 cm and 18.91 cm being clearly higher than the error obtained using the neuro-fuzzy calibration which is between 0.05 cm and 2.34 cm.

The proposed cascaded neuro-fuzzy architecture provides even better results than neuro-fuzzy one especially in noisy environments, Figures 13 a and b.

As expected, in all three cases the error is proportional with the noise as can be seen from Table1. The proposed cascaded neuro-fuzzy method is clearly more robust to noise compared to the other two. This conclusion is also confirmed by the tests realized using real images.

The hardware setup used for our preliminary experiments involves a laptop equipped with an Intel i5 processor, 4 GB DDR3, NvidiaGforce GTS 360M video graphics, one additional monitor, anaglyph glasses, two Logitech Pro 9000 webcams and the 3D interaction tool (a stick with an infrared led of 120° radiation angle attached). The system’s setup during the operation is shown in Fig. 14.

For the calibration part, experiments realized with real data are presented in Fig.15, and Fig. 16. Fig. 15 presents the images captured by the two cameras together with the detected points of interest which are the corners of the checker-board. We detect 132 points on the checker-board and the checker-board is placed at eleven different positions, with a relative distance of 5 cm between two consecutive positions. Therefore, we obtain a total of...
1452 pairs of points with the help of automatic corner extraction engine provided by Bouguet[28].

Each of the points is imaged by the two cameras, so the set of image points is formed by $C_iP_i$ and $C_iP_2$, with $i \in (1,1452)$.

\[ \sum_{i=1}^{1452} (1, i) \in \mathbb{Z}. \]

Figure 15 Pair of images and detected points of interest.

The 3D points $W_P$ are calculated using the 2D points and the obtained results are shown in Figure 16. In the training step for all the tests either with synthetic or real images for re-training of FIS we use 20000 epochs.

The error is calculated by comparing the distance between the retrained and the real points.

The mean error and the standard deviation obtained measuring objects located at within a distance of 30 cm and 80 cm from the cameras is presented in Table II.

Figure 16. 3D reconstruction accuracy using cascaded neuro-fuzzy architecture.

As expected, the new architecture provides better results in terms of accuracy than previous implementation.

Tests that involve the proposed interaction tool are presented in the next lines.

Figure 17 presents functionality of adding arbitrary cutting planes using the proposed interaction tool. As we stated before, we need to position only one point in the displayed volume and the best fitting plane is constructed (the one that contains the positioned point and that is perpendicular with the normal vector that gives camera’s orientation).

<table>
<thead>
<tr>
<th>Features</th>
<th>Crisp Calibration</th>
<th>Cascaded Neuro-Fuzzy Calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robustness to noise</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Accuracy outside of a bounding box</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Model simplicity</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Adaptability to new camera configurations</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>

TABLE III. COMPARISON BETWEEN CRISP AND NEURO-FUZZY CALIBRATIONS

As expected, the new architecture provides better results in terms of accuracy than previous implementation.
Figure 17. Virtual cutting planes positioned with the help of proposed interaction tool is presented in the above images.

The measurement tool that uses any two points positioned in the virtual scene volume is presented in Figure 18. This method helps the measurement of any distance from within a medical volume.

Figure 18. 3D distance measurement inside a medical volume.

Another processing tool that uses the proposed interaction tool, tool that is guided by cascaded neuro-fuzzy systems is the one that allows you to refine regions of interests with the help of morphological operations as can be seen in Figure 19.

Figure 19. Volume refinement using the proposed interaction tool and deletion/addition tool.

3D editing (addition/deletion) is also implemented using the proposed tool. Figure 19 presents the process of refinement that involves a 3D segmented liver that contains some misclassified regions (false positive voxels). In case of the deletion function, the voxels that lie inside the sphere are deleted.

Figure 19. Volume refinement using the proposed interaction tool and deletion/addition tool.

II. CONCLUSIONS

This paper proposes an improved version of our previous work [29], by means of a novel calibration method for the 3D positioning and measurement that uses a cascaded neuro-fuzzy architecture.

The proposed architecture enables fast and reasonably accurate 3D measurements in contrast with calibration methods. It also provides better noise resilience in contrast with our previous work. The obtained results are encouraging and prove that the method is reliable, robust and easy to implement.

The presented system opens many future work directions, for example, the fuzzy calibration can be extended to a high number of cameras leading to better accuracy, less occlusions and wider view angles.

Even though the experimental results show a better accuracy for the neuro-fuzzy calibrated system, we noticed that the fuzzy configuration performs well only in the virtual bounding box in which the system was trained. On the other hand, if the system is used in applications like 3D interactions as in our case, this limitation is not necessary a disadvantage.

We also proposed and presented a virtual probe based 3D visual interaction system for medical volumes editing, applicable especially to the refinement of segmentation results of medical data. Unlike the existing methods, we use our proposed neuro-fuzzy logic-based approach for 3D reconstruction of the interaction device – a virtual
probe equipped with an infrared led. The proposed approach is integrated in a flexible framework, providing some basic editing and visualization functionalities, which will be extended in our future work.
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