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EXTENDED ABSTRACT

This paper is focused on the results of a Layer 4
switching experiment, aming to evaluate the
performances at the interface between the applications
and the nonblocking stream-oriented sockets in TCP/IP.
One major objective is to demonstrate that some of the
traffic models, mainly designed for ATM sources, could
be also applied at transport layer. Prior to our studies on
Fast Ethernet and ATM traffic parameters, presented at
LANMAN’96 and LANMAN'98, we are trying to obtain
better results for burst traffic and video sources by
involving departure schedules for cells or frames. This
means that the applications should not send the
information directly to the sockets without taking into
account the behaviour of TCP/IP entities within a
broadband network. We have selected the real-time
experiments, carried out on both Classical IP over ATM
and IP over Fast Ethernet, in order to get the answers to
the following questions:

1. Is it possible to apply ATM traffic models to the

TCP/IP environment?

2. Which are the advantages of Layer 4 switches
implemented by software for point-to-point, point-to-
multipoint and broadcast services?

3. What is the influence of the lower layers
technologies against the transport layer exchange of
information?

The first paragraph is devoted to burst traffic generated
by ON/OFF sources of constant throughput. A Matlab-
based scheduler is able to determine the number of ON
cells to the number of OFF cells ratio, for every burst,
until the transmission process is completed [Dob99].

Due to different types of correlation between
successive frames, the video services are mainly different
than voice and data, involving discrete-state continuous-
time Markov models. M1 X is the unidimensional model,

whilst M2 X is the bidimensiona one. X represents the
type of experiment: (A) Probability of being in a given
state versus average throughput (state i, where i=0,1,...N
for unidimensional model, or state (i,j), where i=0,1,...N-
low and j=0,1,..N-high, for bidimensional model); (B)
Average throughput D versus activation/deactivation
rates (a ,b for unidimensional model, respectively
a,b,g,d for bidimensiond model); (C) Average
throughput D versus probability of being in a given state.
A detailed description of these video models is given in
[Dob98h], [Dob98c].

The testing configuration included four workstations
connected either to ATM 256 Mbps ports of
VIRATAswitch 1000, either to Fast Ethernet 100 Mbps
ports of HP ProCurve hub. The most powerful station
within the tested network was based on Intel’s Pentium
11/400 MHz, running the server and acting as a Layer 4
switch. The client software was instaled on three
different workstations (with Celeron 366 MHz, Pentium
233 MHz MMX and Pentium 120 MHZz). Note that these
machines were not connected simultaneously to ATM
and Fast Ethernet, in order to avoid the uncontrolled
influences.

Note that the application’s buffer for sends and the
application’s buffer for receives are different than those
of Windows Sockets related to TCP/IP. The last ones
could be modified through setsockopt function (integer
values SO_SNDBUF and SO_RCVBUF). We tried also
the influence of disabling the Nagle agorithm (by
enabling TCP_NODELAY option), but the genera
suggestion isto leave it enabled (by default).

The evaluation accuracy of the proposed software tool
(client and server) is given by the clock period of the
CPU (2.5 nanoseconds at Pentium 11/400 MHZz). The
measurement of the sends and receives on the sockets is
also dependent on RDTSC (Read Time Samp Counter)
and other instructions included in the loop. Obviously the



processes are guided by the TCP/IP entity, as we rely on
the Windows Sockets select function to determine the
status of the sockets and to perform synchronous I/O.
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Figure 1. Four time stamps for measuring the sending,
receiving and elapsed times

Sometimes it is more efficient to send the information
using a model. However, the genera throughput for
point-to-point service could be higher (about 15 % for
Model1) or lower (about 20 % for Model2) compared to
the case of classical one-block sending. This observation
is not valid for point-to-multipoint and broadcast services
because in this case it seems that any model generates
better performances.

The model-based transmission could also reduce the
network congestion. For instance, the experiment of
broadcasting video frames to three workstations,
including the transmitter, shows that the serving rate of
about 4.94...5.11 Mbps (Pentium 11/400) is comparable
to the incoming rate of any station. We come to the
conclusion that the CPU’s frequency of the sender does
not have a great influence at the level we are discussing
in this paper. The elapsed time is less than 5% higher for
Pentium 120 MHz, compared to Celeron 366 MHz, in a
3-station broadcast trial.

CONCLUSIONS

1. Some of the ON/OFF and video models, usually
describing the departure schedules for ATM sources,
could be used also for nonblocking stream-oriented
socketsin TCP/IP.

2. The Layer 4 switching has advantages due to its
status information about the sockets traffic. By
exploiting the specific non-linear behaviour of
TCP/IP-based networks, it can reduce the traffic
congestion. The resulting switching and arrival
schedules are dignificantly different than the
departure ones.

3. The highest throughput, caculated a the
application/Windows Sockets interface, is less than
10 Mbps for 25.6 Mbps ATM, and less than 20
Mbps for 100 Mbps Fast Ethernet.

FUTURE WORK

Although the voice models have been also studied, by the
time the paper was submitted the experiments were under
progress. The overall performance of the Layer 4
switching is expected to be improved by adding Layer 2-
3 switching on the same machine. It is for further work to
determine the optimum model by anticipating the
conseguences of the self-similarity behaviour of the
network.
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Figure 1. Geometrical distribution of burst traffic
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Figure 2. Unidimensional discrete-state Markov model
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Testfilel Figure 4. Screen capture of the client’s GUI used as Testfile2
(7,990 bytes) (240,118 bytes)
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Departure schedules
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Figure 5. Model 1 and Model 2 for burst traffic: the 1% article is the number
of bytesduring the 1% burst (ex: 15582 B) , the 2¢ article is the duration of
the 1% period ON+OFF (ex: 0.005947 seconds) etc.
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Figure 6. The sending TCP entity could follow the Model 1 for both
Classical |P over ATM and I P over Fast Ethernet
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Resultsfor Model 2
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Figure 7. The sending TCP entity could not follow the Model 2
for all the transport services
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Resultsfor M2_B (video)
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Figure 12. The sending TCP entity could generally follow M2_B but there
are some differencesat the actual departure schedule of p-t-p. Each PDU
has 7990 bytes.
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Numerical results - burst traffic

point-to-point broadcast
Trtervel | Model Weasured Thioughput Inferval | Model Measuzed Throughput
time [ <] [Mbps] time [, s] [Mbps]
S 252512, 200383 | 737...7.60 rf-si - 434926, 436324 | 430, 441
i 223194..236111 | 813860 eoapsEp | —L 409365 413930 | 458 469
8 309603326569 | 588620 2 419113, 431807 _| 444458
sre5 : 3598730626 | 42475337 575 - 2040820534 | _093.54.9412
i 1 onzal. 1211 | 2106.21.33 i 1 37371 88381 | 21.73.2L86
2 265194277370 | 692.724 2 191061257949 | 744..10.05
i 3 195191, 208155 | _9.22.984 i E 05426 408241 | _470..473
o 1 200324220379 | _871.9.58 i, 1 0E744. 02074 |~ 477431
2 305731322555 | 503628 2 416132428589 | 445481
s (o | AL\ NA | g - 2w om0 [ NA
] 14465, 22870 HA 1 1063211685 HA
z 3652...4014 Ha 2 2980, 3218 N4
s = 216524, 230756 Ha rreef - 414391 416416 N
1 132100, 144899 HA 1 321494, 330549 HA
2 Adze4 198 HA bl 161163 240746 N4
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/| Numerical results - video sour ces
broadcast
Interval | Station Measured Throughput
time [, 5] [Mbps]
rfes Cel366 401870.. 405505 472..477
FIAPSED: P33 NA. N.A.
P120 NA. N.A.
Sf,_gx Cel366 138185 145189 13201387
SEND P233 - -
P120 - -
rj’ -5 Cel366 380860...393386 487401
RECV. P33 301094, 394638 485400
P120 390398...392943 488 491
Flapsed time
: "
1 Sending time 1
h Receiving fime =:
3 (
S rf
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Figure 15. 3-station broadcast. The incoming traffic isthe result of the

model M2_B for video sources.
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Figure 16. Classical |P over ATM, M2_B video model, broadcast.
Thearrival scheduleis different than the departure schedule
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