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EXTENDED ABSTRACT

This paper is focused on the results of a Layer 4
switching experiment, aiming to evaluate the
performances at the interface between the applications
and the nonblocking stream-oriented sockets in TCP/IP.
One major objective is to demonstrate that some of the
traffic models, mainly designed for ATM sources, could
be also applied at transport layer. Prior to our studies on
Fast Ethernet and ATM traffic parameters, presented at
LANMAN’96 and LANMAN’98, we are trying to obtain
better results for burst traffic and video sources by
involving departure schedules for cells or frames. This
means that the applications should not send the
information directly to the sockets without taking into
account the behaviour of TCP/IP entities within a
broadband network. We have selected the real-time
experiments, carried out on both Classical IP over ATM
and IP over Fast Ethernet, in order to get the answers to
the following questions:
1.  Is it possible to apply ATM traffic models to the

TCP/IP environment?
2.  Which are the advantages of Layer 4 switches

implemented by software for point-to-point, point-to-
multipoint and broadcast services?

3.  What is the influence of the lower layers
technologies against the transport layer exchange of
information?

    The first paragraph is devoted to burst traffic generated
by ON/OFF sources of constant throughput. A  Matlab-
based scheduler is able to determine the number of ON
cells to the number of OFF cells ratio, for every burst,
until the transmission process is completed [Dob99].
    Due to different types of correlation between
successive frames, the video services are mainly different
than voice and data, involving discrete-state continuous-
time Markov models. M1_X is the unidimensional model,

whilst M2_X is the bidimensional one. X represents the
type of experiment: (A) Probability of being in a given
state versus average throughput (state i, where i=0,1,...N
for unidimensional model, or state (i,j), where i=0,1,...N-
low and j=0,1,..N-high, for bidimensional model); (B)
Average throughput D versus activation/deactivation
rates (α , β  for unidimensional model, respectively

α , β ,γ ,δ  for bidimensional model); (C) Average

throughput D versus probability of being in a given state.
A detailed description of these video models is given in
[Dob98b], [Dob98c].
    The testing configuration included four workstations
connected either to ATM 25.6 Mbps ports of
VIRATAswitch 1000, either to Fast Ethernet 100 Mbps
ports of HP ProCurve hub. The most powerful station
within the tested network was based on Intel’s Pentium
II/400 MHz, running the server and acting as a Layer 4
switch. The client software was installed on three
different workstations (with Celeron 366 MHz, Pentium
233 MHz MMX and Pentium 120 MHz). Note that these
machines were not connected simultaneously to ATM
and Fast Ethernet, in order to avoid the uncontrolled
influences.
    Note that the application’s buffer for sends and the
application’s buffer for receives are different than those
of Windows Sockets related to TCP/IP. The last ones
could be modified through setsockopt function (integer
values SO_SNDBUF and SO_RCVBUF).  We tried also
the influence of disabling the Nagle algorithm (by
enabling TCP_NODELAY option), but the general
suggestion is to leave it enabled (by default).
    The evaluation accuracy of the proposed software tool
(client and server) is given by the clock period of the
CPU (2.5 nanoseconds at Pentium II/400 MHz). The
measurement of the sends and receives on the sockets is
also dependent on RDTSC (Read Time Stamp Counter)
and other instructions included in the loop. Obviously the



processes are guided by the TCP/IP entity, as we rely on
the Windows Sockets select function to determine the
status of the sockets and to perform synchronous I/O.     
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Figure 1. Four time stamps for measuring the sending,
receiving and elapsed times

    Sometimes it is more efficient to send the information
using a model. However, the general throughput for
point-to-point service could be higher (about 15 % for
Model1) or lower (about 20 % for Model2) compared to
the case of classical one-block sending. This observation
is not valid for point-to-multipoint and broadcast services
because in this case it seems that any model generates
better performances.
      The model-based transmission could also reduce the
network congestion. For instance, the experiment of
broadcasting video frames to three workstations,
including the transmitter, shows that the serving rate of
about  4.94…5.11 Mbps (Pentium II/400) is comparable
to the incoming rate of any station. We come to the
conclusion that the CPU’s frequency  of the sender does
not have a great influence at the level we are discussing
in this paper. The elapsed time is less than 5% higher for
Pentium 120 MHz, compared to Celeron 366 MHz, in a
3-station broadcast trial.

 CONCLUSIONS
 

1.  Some of the ON/OFF and video models, usually
describing the departure schedules for ATM sources,
could be used also for nonblocking stream-oriented
sockets in TCP/IP.

2.  The Layer 4 switching has advantages due to its
status information about the sockets traffic. By
exploiting the specific non-linear behaviour of
TCP/IP-based networks, it can reduce the traffic
congestion. The resulting switching and arrival
schedules are significantly different than the
departure ones.

3.  The highest throughput, calculated at the
application/Windows Sockets interface, is less than
10 Mbps for 25.6 Mbps ATM, and less than 20
Mbps for 100 Mbps Fast Ethernet.

FUTURE WORK

Although the voice models have been also studied, by the
time the paper was submitted the experiments were under
progress. The overall performance of the Layer 4
switching is expected to be improved by adding Layer  2-
3 switching on the same machine. It is for further work to
determine the optimum model by anticipating the
consequences of the self-similarity behaviour of the
network.
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Models for burst and video sources

Figure 1. Geometrical distribution of burst traffic

Figure 2. Unidimensional discrete-state Markov model
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Test
files

Figure 3.
Testfile1

(7,990 bytes)

Figure 4. Screen capture of the client’s GUI used as Testfile2
(240,118 bytes)
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Departure schedules

Figure 5. Model 1 and Model 2 for burst traffic: the 1st article is the number
of  bytes during the 1st burst (ex:15582 B) , the 2nd article is the duration of

the 1st  period ON+OFF (ex: 0.005947 seconds) etc.

Results for Model 1
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Figure 6. The sending TCP entity could follow the Model 1 for both
Classical IP over ATM and IP over Fast Ethernet
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Results for Model 2
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Figure 7. The sending TCP entity could not follow the Model 2
for all the transport services

Results for M2_B (video)
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Figure 12. The sending TCP entity could generally follow M2_B but there
are some differences at  the actual departure schedule of  p-t-p. Each PDU

has 7990 bytes.

Numerical results - burst traffic
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point-to-point                                                 broadcast

Numerical results - video sources
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 broadcast

Serving time for Layer 4 switch
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Figure 15. 3-station broadcast. The incoming traffic is the result of the
model M2_B for video sources.

Arrival schedule
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Figure 16. Classical IP over ATM, M2_B video model, broadcast.
The arrival schedule is different than the departure schedule


