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Abstract: This paper is focused on the results of a Layer 4 switching experiment, aiming to evaluate the
performances at the interface between the applications and the nonblocking stream-oriented sockets in TCP/IP. One
major objective is to apply the traffic models for burst traffic and video sources, initially designed for ATM sources,

to user applications requesting transport layer services.
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I. INTRODUCTION

Prior to our studies on Fast Ethernet and ATM traffic
parameters, presented at LANMAN’96 and LANMAN’98,
we are trying to obtain better results for burst traffic and
video sources by involving departure schedules for cells or
frames. This means that the applications should not send the
information directly to the sockets without taking into
account the behaviour of TCP/IP entities within a
broadband network. Preliminary results of this work were
presented at LANMAN'99 [1]. We have selected the real-
time experiments, carried out on both Classical IP over
ATM and IP over Fast Ethernet, in order to get the answers
to the following questions:

1. Is it possible to apply ATM traffic models to the
TCP/IP environment?

2. Which are the advantages of Layer 4 switches
implemented by software for point-to-point, point-to-
multipoint and broadcast services?

3. What is the influence of the lower layers technologies
against the transport layer exchange of information?

Il. MODELS FOR BURST TRAFFIC
AND VIDEO SOURCES
The first paragraph is devoted to burst traffic generated by
ON/OFF sources of constant throughput. A Matlab-based
scheduler is able to determine the number of ON cells to the
number of OFF cells ratio, for every burst, until the
transmission process is completed [2].
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Figure 1. Geometrical distribution of burst traffic

Due to different types of correlation between successive
frames, the video services are mainly different than voice
and data, involving discrete-state continuous-time Markov
models. M1_X is the unidimensional model, whilst M2_Xis
the bidimensional one. X represents the type of experiment:

(A) Probability of being in a given state versus average
throughput (state i, where i=0,1,..N for unidimensional
model, or state (i,j), where i=0,1,...N-low and j=0,1,..N-
high, for bidimensional model);

(B) Average throughput D versus activation/deactivation

ratess (a,f for unidimensional model, respectively

a,f.y,o for bidimensional model);

(C) Average throughput D versus probability of being in
a given state.

A detailed description of these video models is given in

[31.[4].
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Figure 2. Unidimensional discrete-state Markov model

I11. TESTING CONFIGURATION AND FILES
Let us suppose the most favorable networking conditions,
i.e. there will be no other workstations connected, except
those involved in trial. As the entire bandwidth is at our
disposal, without unexpected collisions or congestions,
obviously the results presented herein could be considered
as the maximum we can get from the network.
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The testing configuration included four workstations
connected either to ATM 25.6 Mbps ports of
VIRATAswitch 1000, either to Fast Ethernet 100 Mbps
ports of HP ProCurve hub. The most powerful station
within the tested network was based on Intel’s Pentium
11/400 MHz, running the server and acting as a Layer 4
switch. The client software was installed on three different
workstations (with Celeron 366 MHz, Pentium 233 MHz
MMX and Pentium 120 MHz). Note that these machines
were not connected simultaneously to ATM and Fast
Ethernet, in order to avoid the uncontrolled influences.
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Figure 3. The testing configuration

The testfilel presented in Figure 4 was intentionally
chosen due to several reasons: a) It is a part of the stream
used for the study of video sources; b) It has a number of
bytes which is less than the implicit buffer size for TCP
socket sends (8 KB); c) It is suitable for those models
requiring the sending within one single burst, which is in
fact the current pattern used by the existing applications to
communicate with the sockets (i.e. without any model).

Figure 4. Testfilel (7,990 bytes)

Being larger than the previous one, the testfile2 is suitable
for on/off models.
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Figure 5. Screen capture of the client’s GUI used as
Testfile2 (240,118 bytes)

Note that the application’s buffer for sending information
and the application’s buffer for receiving information are
different from those of Windows Sockets related to TCP/IP.
The last ones could be modified through setsockopt



function (integer values SO_SNDBUF and SO_RCVBUF).
We tried also the influence of disabling the Nagle’s
algorithm (by enabling TCP_NODELAY option), but the
general suggestion is to leave it enabled (by default).

The evaluation accuracy of the proposed software tool
(client and server) is given by the clock period of the CPU
(2.5 ns. at Pentium 11/400 MHz). The measurement of the
sends and receives on the sockets is also dependent on
RDTSC (Read Time Stamp Counter) and other instructions
included in the loop. Obviously the processes are guided by
the TCP/IP entity, as we rely on the Windows Sockets
select function to determine the status of the sockets and to
perform synchronous 1/0.

IV. EXPERIMENTAL RESULTS
FOR BURST TRAFFIC

The first experiments are dedicated to the study of burst
traffic generated by the ON/OFF sources. Figure 6 presents
the numerical description of Model 1 and Model 2. Note
that there are two articles for each ON+OFF period. The
first article represents the number of bytes during the burst
(for example 15582 bytes in Model 1, 209 bytes in Model
2). The second article is the total duration of the ON+OFF
period (for example 0.005947 seconds in Model 1,
0.000065 seconds in Model 2).
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Figure 6. Model 1 and Model 2 for burst traffic

The models should take into account the Layer 4’s
specific behaviour. For instance the TCP entity is able to
follow the Model 1 for both Classical IP over ATM and IP

over Fast Ethernet, as in Figure 7. However, the actual sixth
PDU is different from the model for the very simple reason
that it collected the remained bytes from testfile2, after the
sending of previous 5 PDUs.
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Figure 7. Model 1 for burst traffic, testfile2, Celeron 366

In opposition, the sending TCP entity will never be able to
follow the Model 2 (for both studied transport services), as
in Figure 8. This it happens because of the minimum
software loop which takes at least 100 microseconds, whilst
the model is requesting 65 microseconds per ON+OFF
period.
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Figure 8. Model?2 for burst traffic, testfile2, Classical IP
over ATM: point-to-point (Celeron 366 -> server->
Pentium 233) and broadcast (Celeron 366->server->
Celeron366, Pentium 233, Pentium 120).



Interval | Model Measured Throughput
time [ ;5] [Mbps]
rf -Sj - 252512...260383 | 7.37...7.60
ELAPSED 1 223194...236111 | 8.13...8.60
2 309603...326569 | 5.88...6.20
Sf -Sj - 35987...39626 48.47..53.37
SENDING 1 90362...91211 21.06..21.25
2 265194...277370 6.92..7.24
rf-r - 195191...208155 9.22..9.84
RECEIVING 1 200324...220329 8.71..9.58
2 305731...322555 5.95..6.28
i -Si - 52227...57321 N.A.
1721
1 14465...22870 N.A.
2 3652...4014 N.A.
re-Sf - 216524...220756 N.A.
1 132100...144899 N.A.
2 44384...49198 N.A.

Table 1. Classical IP over ATM on Celeron366, testfile2,
point-to-point (Celeron366->server-> Celeron366). The
planned sending time/ throughput were 75036 £ /25.6

Mbps without model and for Model2, respectively
90070 g s/21.32 Mbps for Model1.

Interval | Model Measured Throughput
time [, s] [Mbps]
rf -sj - 434926...436824 | 4.39...4.41
1 409365...418930 | 4.58... 4.69
ELAPSED
2 419113...431807 | 4.44 ...4.58
Sf -Sj - 20408...20534 93.54..94.12
SENDING 1 87871...88381 21.73..21.86
2 191061...257949 | 7.44...10.05
re-r - 405426...408241 | 4.70...4.73
1 398744...402074 4.77...4.81
RECEIVING
2 416132...428589 | 4.48...4.61
fj-Sj - 28583...29499 N.A.
1 10621...16856 N.A.
2 2980...3218 N.A.
re-Sf - 414391...416416 N.A.
1 321494...330549 N.A.
2 161163...240746 N.A.

Table 2. Classical IP over ATM on Celeron366, testfile2,
broadcast (Celeron366 -> server -> Celeron366,
Pentium233, Pentium120). The planned sending time/
throughput were 75036 £ s/25.6 Mbps without model and

for Model2, respectively 90070 £ s/21.32 Mbps for Modell
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Figure 9. Four time stamps for measuring the sending,
receiving and elapsed times

Sometimes it is more efficient to send the information
using a model, as in Table 1. However the general
throughput for point-to-point service could be higher (about
15 % for Modell) or lower (about 20 % for Model2)
compared to the case of classical one-block sending. This
observation is not valid for point-to-multipoint and
broadcast services (see Table 2) because in this case it
seems that any model generates better performances.

Note that the elapsed time could be evaluated only if the
sending and receiving entities are on the same machine,
otherwise a very complicated synchonization mechanism
for time stamps should be involved.

V. EXPERIMENTAL RESULTS
FOR VIDEO SOURCES

Next experiments are focused on video sources, choosing
the Models M1 B, M1_C, M2_B, as in Figure 10. These
notations are according to the second paragraph of this
paper. For software implementation reasons, the description
includes the same articles as for ON/OFF models, although
there are constant PDUs (Protocol Data Units) of 7,990
bytes for each frame. It is not the purpose of this paper to
make experiments with variable PDUs for video streams (at
departure), by involving compression techniques.
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Figure 10. Models M1_B, M1_C, M2_B for video
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Figure 11. M1_B for video, ATM:
client-server (Celeron 366->server) and
point-to-point (Celeron 366->server-> Celeron 366).

Figure 13. M2_B for video, Classical IP over ATM: client-
server (Celeron 366->server) and point-to-point (Celeron
366->server-> Celeron 366).

Dile-Slate Unidimensional Continuous-Time Markoy Model Interval Statlon MeaSU I’ed Throughput
e’ time [, s] [Mbps]
rf-Sj Cel366 | 401870...405505 | 4.72...4.77
= DS RSN R SO SR SN N (RN P233 N.A. N.A.
ELAPSED
P120 N.A. N.A.
B S S L B Sf -Sj Cel366 | 138185...145189 | 13.20..13.87
2 SENDING | —F233 - S —
ES 7777777777777777777777777777777777777777777777777 P120 B _
% S I N O T A AN rf-r Cel366 | 389869...393386 4.87..4.91
8 P233 391094...394638 4.85..4.90
RECEIVING
P R U S S S A I S U V. I P120 390398...392943 4.88..4.91
Table 3. Classical IP over ATM on Celeron366, M2_B
0 - ‘ - 1 - video model, broadcast (Celeron366 -> server ->
’ : b Fou = ® * Celeron366, Pentium233, Pentium120.

Figure 12. M1_C for video, Classical IP over ATM: client-
server (Celeron 366->server) and point-to-point (Celeron
366->server-> Celeron 366).

According to Figure 11 and Figure 13, the sending TCP £
entity could generally follow M1_B, M2-B for client-server £
applications, but there are some differences at the actual g ; i :
departure schedule for point-to-point applications. On the oAV
other hand, M1_C seems to be suitable for both client- PooVE A o
server and point-to-point, as in Figure 12. %o & w5 m s w a4

A special attention was paid for broadcast transport
service from Client 1 (Celeron 366), through server, to all
clients (Celeron 366, Pentium 233, Pentium 120). The
planned sending time and throughput were 139825 i s,

respectively 13.71 Mbps.

Figure 14. The serving time for Layer 4 switch performing
3-station broadcast. The incoming traffic is the result of the
model M2_B for video sources.
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Figure 15. Classical IP over ATM on Celeron366, M2_B
video model, broadcast (Celeron366->server->

Celeron366, Pentium233, Pentium120). The arrival
schedule is different from the departure schedule

A very interesting comparison between the departure
schedule (Figure 13), the serving time (Figure 14) and the
arrival schedule (Figure 15) could be done. This valuable
information shows that although there were 7,990 byte-
frames with a precised timing, due to non-linear behaviour
of TCP/IP, the server and the receiver worked with different
schedules, i.e. variable lengths and different numbers of
PDUs.

The model-based transmission could also reduce the
network congestion. For instance, the experiment described
in Table 3 (broadcasting video frames to three workstations,
including the transmitter) shows that the serving rate of
about  4.94..511 Mbps (Pentium 11/400 MHz) is
comparable to the incoming rate of any station. We come to
the conclusion that the CPU’s frequency of the sender does
not have a great influence at the level we are discussing in
this paper. The elapsed time is less than 5% higher for
Pentium 120 MHz, compared to Celeron 366 MHz, in a 3-
station broadcast trial.

VI. CONCLUSIONS

1. Some of the ON/OFF and video models, usually
describing the departure schedules for ATM sources,
could be used also for nonblocking stream-oriented
sockets in TCP/IP.

2. The Layer 4 switching has advantages due to its status
information about the sockets traffic. By exploiting the
specific non-linear behaviour of TCP/IP-based
networks, it can reduce the traffic congestion. The
resulting switching and arrival schedules are
significantly different from the departure ones.

3. The highest throughput, calculated at the
application/Windows Sockets interface, is less than 10
Mbps for 25.6 Mbps ATM, and less than 20 Mbps for
100 Mbps Fast Ethernet.

VII. FUTURE WORK

The next step is to include the results of the voice and
variable video streams experiments. The overall
performance of the Layer 4 switching is expected to be
improved by running it on top of Layer 2/ Layer 3 switches
on the same machine. It is for further work to determine the
optimum model by anticipating the consequences of the
self-similar behaviour of the network.
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