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Abstract—This paper presents the design principles and the
practical implementation of a routing management solution
which takes into account statistical cross-layer Quality of Service
information regarding the state of the network. Link monitoring
and communication between neighboring nodes is realized by
the routing management system, while the routing protocol
deals with routing tables and packet forwarding. We propose
two types of management entities: a) local management entity
(LME) responsible for monitoring directly connected incoming
links and detecting traffic changes and b) domain management
entity (DME) which captures the global state of the network
and informs routers to avoid congested areas. The goal is to
offer physical layer information to the routing algorithm, i.e. the
metrics will depend on the traffic load and the delay measured on
individual links. By identifying congested areas and anomalies,
we can ensure a situation-aware path selection, improving the
global capacity of the network by determining optimal routes.

Index Terms—congestion control; cross-layer QoS; routing
management; self-management; traffic-aware shortest paths.

I. INTRODUCTION

Routing management is defined by different types of man-
agement functions necessary for the efficient operation of
the routing process. A significant part of this consists of
the monitoring procedures which help to understand what is
going on inside the network. Traditional management relies
on human supervision and monitoring, as well as manual
interventions, in order to ensure that the system operates
as desired. Traffic can be manually rerouted, but only after
an extended service outage. But new networks and services
are becoming more complex and thus new approaches are
needed. The authors of [1] summarize the state of worldwide
research in the domain of management and propose design
requirements for Future Internet management solutions. New
trends focus on increasing the level of automation, developing
scalable and intelligent self-management systems which do not
require human intervention, as presented in [2].

The role of management for the different routing mecha-
nisms is discussed in [3]. Initially, it was believed that routing
management was not necessary because the adaptive routing
protocols, such as OSPF (Open Shortest Path First), can react
to failures and changes in the network. But efficient traffic

engineering is not possible if routing protocols do not take
into consideration the real-time traffic conditions.

In the case of OSPF, the most widely used routing protocol
in large networks, link connectivity is verified via Hello
messages sent every 10 seconds. If no Hello message is
received from a neighbor for 40 seconds, it is marked as
being down. Thus, OSPF is not able to solve the problem of
congestion detection. If Hello messages are missing because
of congestion, apart from the fact that in the majority of cases
congestion is unidirectional, OSPF eliminates the possibility of
using the affected link in both directions. In addition, all links
through that router are also marked as down and will not be
used. Thereby, the initial traffic routed through this node will
be transmitted on other links, reducing the load balancing in
the network and increasing the possibility that other congested
areas appear. Another problem is the fact that if a link flaps
constantly due to congestion, but at least 1 out of every 4
Hello messages is received, OSPF does not detect the cause
of missing packets.

To solve the problems mentioned above, a routing man-
agement system is proposed which offers cross-layer QoS
information to the routing algorithm, helping it to avoid
congested links and determine optimal routes.

The remainder of the paper is organized as follows. In
Section 2 the main objectives of a routing management system
are identified and the characteristics of the proposed system
are described. Section 3 presents the designed management
entities and the interaction between them. In Section 4 the
practical testbed used for performance evaluation is described,
followed by the experimental results in Section 5. Finally,
Section 6 concludes the paper and discusses future work.

II. ROUTING MANAGEMENT SYSTEM

QoS-aware routing has become a great challenge in com-
puter networks. It refers to guaranteeing traffic delivery in
terms of bandwidth, delay and packet loss. Traditional QoS
models are presented in [4]. Usually, QoS-aware routing al-
gorithms, like the one described in [5], assume source routing
and allocate bandwidth in advance, according to traffic param-
eters. Besides resource admission control, traffic shaping and
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dropping can also be used in order to meet QoS requirements.
These solutions have some disadvantages, for example the
waste of bandwidth on the entire path reserved in advance
or packet losses due to special packet drop policies.

In this paper we present the design principles and the
practical implementation of a distributed routing management
system. The main objectives of the approach described herein
are the following: a) real-time monitoring of network pa-
rameters; b) detecting events, anomalies and congestion in
order to estimate the state of the network; c) communicating
with the routing protocol in order to recalculate the routes
and d) self-management. Through these functionalities QoS-
awareness can be achieved.

The main characteristic of our routing solution consists of
the idea of separating the link monitoring and the update of
network state information from the routing itself. The routing
management system takes over the monitoring functionalities
and all the communication between neighboring nodes, while
the routing protocol deals with the routing decisions and
packet forwarding. Hence, the information gathered by the
routing management system regarding the state of the network
can be reused for other purposes.

The routing management system is composed of manage-
ment entities which collect measurement data through monitor-
ing. Link status information is gathered through cross-layering
and is used for QoS-aware routing. The goal is to determine
the traffic load and the delay on each link in order to offer an
overview of current network resource availability. Based on the
topology and the network state, the routing algorithm running
on a given node determines the routing table of that node.
Interaction between neighboring nodes is carried out just by
the routing management system; no other routing messages
are exchanged. The proposed routing management solution
represents a situation-aware self-managing system which is
capable to dynamically adapt to external events, minimizing
the need for human intervention.

The solution presented in this paper relies on cross-
layering techniques which allow communication between non-
neighboring layers of the OSI model. The implemented cross-
layer QoS mechanism is described in detail in [6] and [7].
Information derived from the physical layer is passed to the
upper layers to assist the routing management system in deter-
mining the operation modes of routing protocols. Two types of
QoS parameters are used, reflecting link status at the Physical
Layer and MAC Sub-layer: a) available transfer rate (ATR)
which is obtained through passive monitoring and b) one-way
delay (OWD) which is measured in real-time for each direction
of each link through an active monitoring approach (i.e. by
injecting probes). OWD consists of processing-, queuing-,
transmission- and propagation delay. When routers receive the
link state information (ATR and OWD), they can compute the
traffic-aware shortest paths for optimal network performance.

III. DESIGNING THE MANAGEMENT ENTITIES

Two types of management entities were defined: Local
Management Entity (LME) and Domain Management Entity

(DME). In this section we describe the functionalities and the
operation mode of the implemented entities, as well as the
interaction between them.

Our solution is a software application running on Linux-
based machines. Management, measurement and routing ap-
plications are written in C++ and Qt under Fedora operating
system, using MySQL database with mysql++ connector.
Management entities located on different nodes communicate
through XML messages, storing the network status informa-
tion in local databases.

A. Local Management Entity

Local Management Entities are software applications lo-
cated on every node of the administered system. These capture
the local network state by observing, collecting and interpret-
ing data and by communicating with neighboring nodes.

The main functionalities of such an entity are the following:
• Starting the cross-layer measurement applications for

monitoring ATR and OWD on the directly connected
inbound links. Resource monitoring is made periodically,
second by second.

• Using statistical indicators to detect changes on individ-
ual links. These can indicate not just the real-time values,
but also the trend of the evolution for a specific parameter.
At the moment we are using two different indicators: sim-
ple moving average (SMA) calculated every second for an
interval of N = 10 seconds in order to estimate the value
of the monitored parameter, and standard deviation (σ)
for identifying events/changes of the traffic conditions.

SMA(t) =
1

N

N−1∑
i=0

x(t− i) . (1)

σ(t) =

√√√√ 1

N

N−1∑
i=0

(x(t− i)− SMA(t))
2
. (2)

• Extracting the current status of the local network from the
collected cross-layer QoS information. The local network
refers to the directly connected incoming links.

• Communicating with other LMEs and DME over UDP
or TCP connections by sending XML messages.

Local DB

Statistics Communication

Measurements

LME LME

HARDWARE HARDWARE

DME

QoS info QoS info

Fig. 1. Local Management Entity

Fig. 1 shows the main building blocks of the LME. The
measurement module manages the monitoring applications.
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It receives the ATR and OWD measurements through cross-
layering techniques and makes these values available to the
statistics block. The statistics module calculates the SMA
and the standard variation of the monitored network param-
eters and identifies changes in the link status. This module
is also responsible for storing the status information in a
local database. The communication block is responsible for
transmitting messages to other entities.

The flowchart diagram in Fig. 2 depicts the operation of
such an entity. LME starts monitoring the local links as
it detects the corresponding neighboring nodes. The SMA
and the standard deviation are calculated for a certain time
period, this is done every second. The statistical indicators are
compared with predefined threshold values (th1 and th2). If
SMA < th1 or σ > th2, the DME is announced that an event
occurred. Because N = 10 in equation (1), congestion can be
detected after at least 10 seconds. We chose this value as a
compromise between the possibility of generating false alarms
and the reaction time of the system.

New message 

received?

START

Send broadcast message with 

local addresses

Message 

from LME?

Start cross-layer QoS 

measurements (ATR and OWD)

Read the instantaneous value of 

the monitored parameters

Insert measurement data into 

local database

Calculate SMA and standard 

deviation

(SMA < th1) OR 

(Standard Deviation > th2)

Message 

from DME?

dmeFound == true

dmeFound = false

Broadcast received 

message

Create XML file with 

new CLQ values

dmeFound = 

true

YES

YES

YES

NO

NO

NO

YES

NO

NO

YES

Send data to DME

Inform the routing application 

about the changed network state

(update the metrics)

Fig. 2. Operation mode of LME

B. Domain Management Entity

To address the problem of scalability, we consider that the
network is divided into domains. A domain management entity
corresponds to a domain (i.e. a group of routers), and is dealing
with problems that require a global vision of the network
(e.g. routing metrics). In the case of routing management,
the system has to provide the same information regarding the
network state in all nodes. Otherwise the routes could not be
determined correctly. This means that we have to centralize
this information and send it simultaneously to the routers.

The modules of the DME are illustrated in Fig. 3. Through
the communication module, the DME interacts with LMEs.
The statistics module is responsible for storing the status in-
formation in a local database. The domain management entity
was designed to have a module for network state prediction,
but this is not yet implemented practically. We intend to use
artificial neural networks (NN) for time series forecasting,
allowing us to detect congestions before they appear. Thus,

DB

Statistics Communication

Network State 
Prediction

LME

HARDWARE HARDWARE

DME

QoS info

Fig. 3. Domain Management Entity

the routing management system would be able to take actions
in order to avoid these affected areas, reducing packet losses.

The DME can be located on any of the nodes of the domain.
The existence of such an entity is not just motivated by the
need to centralize data, but by performing functions exceeding
the scope of LMEs. It is able to perform more complex
operations that require additional resources, such as prediction.
We chose this approach because forecasting is a resource
consuming task in the means of memory and processing power.
Most nodes in a network have limited capabilities, thus adding
prediction functionalities in every single node is not feasible.

C. Interaction between Entities

As mentioned before, different management entities interact
by sending XML messages. In Fig. 4 we can see the communi-
cation between the different types of entities. This represents
a very simple scenario with the purpose of illustrating the
message-passing between entities.

HARDWAREHARDWARE LME DMELME

CLQCLQ

XML: local_addresses

XML: local_addresses

startCLQstartCLQ

XML: domain_manager

XML: domain_manager

XML: clq_info

network_status_update

network_status_update

event

DME 
advertisement

Updating 
network state 
after detecting 

an event

Starting CLQ 
measurements

Detecting 
neighboring nodes

Initial network 
state

XML: clq_info

XML: clq_info

Fig. 4. Interaction between LMEs and DME

We can identify five major steps in the presented message
flow:

1) Detecting neighboring nodes: The LMEs periodically
advertise their local addresses in order to detect directly
connected nodes (this also includes topology discovery)
and to start monitoring the corresponding links.

2) Starting the cross-layer QoS measurements: After de-
tecting the direct neighbors, the measurement appli-
cations are started. Each LME will monitor the ATR
and the OWD on incoming links. Passive monitoring is
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used for ATR, and active monitoring for OWD (i.e. by
sending probes to the neighboring nodes).

3) Advertising the presence of DME: DME periodically
advertises its presence by sending XML messages which
contain its IP address and the destination port.

4) Determining initial network state: When LMEs detect
the presence of the DME, they will send an XML
message with initial link status information. In this way,
the domain manager can have an initial global view of
the network topology and the status of the network.

5) Updating network state after event detection: The net-
work status updates are event-driven. Through the con-
gestion discovery mechanism, a LME detects changes
in traffic conditions on a monitored link and informs
the DME. DME sends the global state of the network
to LMEs at maximum 2 hop distance from the affected
link, limiting the amount of signaling and the number
of routers which will have to make changes to the
routing table. TCP connections are used for this type
of interaction in order to ensure that the messages are
received.

Routers will update their routing tables according to actual
traffic conditions indicated by DME, selecting the route with
the largest ATR and the lowest delay. When selecting the
path, the routing protocol uses the idea of the Ford-Fulkerson
algorithm, i.e. as long as there is no congestion, the current
paths are not changed. By using this technique, we avoid
frequent oscillation of the routing process, which could cause
out-of-order packet arrivals and performance degradation.

But if a link is found to be congested, not all traffic will be
rerouted because otherwise the link would remain unused. At a
given moment only loss-sensitive streams (e.g. video, audio)
belonging to a source–destination pair will be transfered to
a different path. For this, traffic flows affected by packet
losses and delays have to be identified. The network state
is reevaluated and if the congestion persists other stream
will be also re-routed. This is possible because we foresee a
multipath routing solution to be used. This mechanism allows
for balancing the traffic load sent between a source–destination
pair on different links.

IV. PERFORMANCE EVALUATION

For performance evaluation we selected the test architecture
presented in Fig. 5. We chose this network topology because
it offers sufficient paths between the source and destination
nodes, but at the same time it is simple enough to allow
practical implementation using physical machines. Beside the
source and destination, the testbed contains six routers (R1,
R2, R3, R4, R5 and R6) running on Linux-based machines
with Fedora operating system. The computers have Intel Core
2 Duo CPUs running at 2.66 GHz and 4GB of memory. On
each machine runs a QoS-aware multipath routing application
and the LME application. In addition, on R5 there is a domain
management entity running.

The experimental parameters are shown in Table I.

R1 R5

R6

R3 R4

R2

Source

Destination

LME

LME

LME

LME

LME

LME

DME

Routing

Routing

Routing

Routing

RoutingRouting

Fig. 5. Practical testbed

TABLE I
EXPERIMENTAL PARAMETERS

Parameter Value
Number of routers 6
Background traffic generator iperf
Multimedia traffic generator VLC
Experiment duration 3 minutes
Congestion appearance after 1 minute

To demonstrate the beneficial effects of cross-layer QoS-
aware routing, we chose to use video streams in the ex-
periments because the Internet is experiencing a substantial
growth of video traffic. Providing good video quality is a major
problem since video traffic is both massive and intolerant
to packet loss or latency. According to Cisco VNI (Visual
Network Index) forecasts, the sum of all forms of video will
exceed 91% of global consumer traffic by 2014 [8].

For the test scenario, we assume that MPEG-4 VBR (Vari-
able Bit Rate) video flow is sent over RTP/UDP/IP between
the source-destination pair. The video stream has an average
bitrate of 1.5 Mbps and it is transmitted for a period of three
minutes, by a VLC client running on the source. The IP pack-
ets sent by the VLC client contain 1356 bytes (RTP/UDP/IP
headers: 40 bytes; multimedia payload: 1316 bytes). The main
parameters of the video stream are presented in Table II.

TABLE II
VIDEO STREAM PARAMETERS

Parameter Value
Encapsulation MP4
Video Codec H.264

Resolution 624×352
Frame rate 25

Audio Codec AAC
Sample rate 48 kHz
Channels Stereo

To introduce congestion between R5 and R4, we used
ethtool to limit the nominal rate of the link to 100 Mbps
(the actually observed transfer rate at the network layer is
less than this theoretical maximum). After this, we generated
background traffic between R5 and R4 using iperf: 10 UDP
streams, with the total transfer rate of 100 Mbps.
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The goal of the tests carried out is to demonstrate the
capability of the routing management system to reduce the
negative effects of congested links by providing statistical
cross-layer QoS information regarding link status to the
routing application. We performed experiments in order to
compare the behavior of the following routing approaches in
case of congestion on one or more links: Case 1) OSPF (Open
Shortest Path First) and Case 2) QoS-aware routing application
communicating with the routing management system.

The evaluation of the performance of each routing solution
is based on the parameters of the received video stream. We
take into consideration the number of lost packets, determined
by examining the Sequence Number field in the RTP (Real-
time Transport Protocol) header and observing if there is a gap
in the counter. Besides the percentage of lost packets, other
two video quality metrics are also used for performance evalu-
ation, namely: a) magnitude of loss events and b) discontinuity
counter. The magnitude of loss events expresses the number
of packets that were dropped at each loss event (note that a
magnitude of 0 means the packet arrived successfully at the
destination). The discontinuity counter measures discontinuity
events, characterizing the frequency with which discontinuities
were detected, i.e. the number of times loss was detected.

V. EXPERIMENTAL RESULTS

If there is no congestion in the network, both approaches
use the same path for routing the packages (source–R1–R5–
R4–destination) and no packets are lost during the streaming.

In the experiments, we suppose that after 1 minute of
streaming, link R5–R4 starts to be affected by congestion
due to background traffic generated with the iperf network
testing tool. As a result, ATR drops below the required rate
to transmit the stream and the OWD from node R5 to R4
increases.

Case 1:

Fig. 6 illustrates the testbed for Case 1. After we introduce
congestion between R5 and R4, OSPF does not modify the
path between the two nodes because it does not take into
consideration the physical state of the links. As an effect, we
observe packet losses at the destination node, the quality of
experience being very poor. In this case 6461 packets where
missing at the destination out of 21980 transmitted packets,
i.e. 29.39% of the transmitted packets was lost.

R1 R5

R6

R3 R4

R2

Source

Destination

Legend

Congestion

Video stream

PC

Router

Fig. 6. Case 1 – Testbed

In Fig. 7 the magnitude of loss events is presented. The
average magnitude of loss events is 0.416 and the maximum
value is 16. The discontinuity counter is equal to 4413.

Fig. 7. Case 1 – Magnitude of loss events

Case 2:

In this case, the congestion is detected by the local man-
agement entity located on router R4. The QoS-aware routing
solution is notified by the routing management application
about the congestion and it determines the new route from
source to destination node, based on the updated routing
metrics. In this scenario, presented in Fig. 8, the new path
which is written into the routing tables will be source–R1–R5–
R6–R4–destination. The quality of the streaming is affected
just for a short period of time, as a result of congestion
detection and router reconfigurations. The percentage of lost
packets was 3.37%; this means that only 741 packets got lost
out of 21980.

R1 R5

R6

R3 R4

R2

Source

Destination

Legend

Congestion

Video stream

PC

Router

Fig. 8. Case 2 – Testbed

Table III depicts the number of packets sent and received
in the two cases analyzed earlier.

TABLE III
COMPARISON BETWEEN THE TWO CASES

Case 1 Case 2
Sent packets 21980 21980
Received packets 15519 21239
Lost packets 6461 741
Percentage of lost packets 29.39% 3.37%
Average magnitude of loss 0.416 0.035
Maximum magnitude of loss 16 11
Discontinuity counter 4413 273
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Fig. 9 illustrates the magnitude of loss event in Case 2. It
can be observed that losses appear just for a short period of
time, until the stream is rerouted. In this case, the average
magnitude of loss events is 0.035, with a maximum value of
11. The discontinuity counter is 741.

Fig. 9. Case 2 – Magnitude of loss events

In Fig. 10 the evolution of the success ratio is shown over
the experiment duration. The success ratio at a given moment
is determined by the ratio of the number of packets received
successfully and the total number of packets sent. In Case 1
the success ratio is falling steadily upon the appearance of
congestion, reaching a minimum of 70.61% at the end of the
experiment. In Case 2 the success ratio drops for a short time
to 87.4%, but after that it recovers, increasing to the final value
of 96.63%.

Fig. 10. Success ratio over experiment duration

The percentage of lost packets is 29.39% when using OSPF,
whereas in the case of our solution it drops to 3.37%. As
a conclusion, we can say that due to routing management a
new route can be selected which avoids the congested link
and ensures the lowest OWD. Thereby, the percentage of lost
packets can be reduced significantly which results in a better
quality of experience. Thus, the routing management system
can complete the routing algorithm, offering a more reliable
media streaming. Not only the media streaming benefits from
this rerouting, but also the other transmissions on the affected
link because in this way the congestion can be alleviated or
can disappear. This comes with the cost of introducing addi-
tional traffic overhead necessary for transmitting management
information throughout the network.

Regarding the average hardware resources, the LME appli-
cation uses 0.3% of the CPU and 0.1% of the memory of the

PC, while the DME application uses 0.8% of the CPU and
0.1% of the memory.

VI. CONCLUSIONS AND FUTURE WORK

Summarizing the presented routing management system, we
can tell that this is a self-managing system. This means that
after setting the management policies in the configuration files
and starting the applications on every node, no further human
interaction is needed.

The proposed routing management solution takes into ac-
count statistical cross-layer QoS information regarding the
state of the network. These are distributed throughout the net-
work and are used by the routing protocol as routing metrics.
Thus, the global capacity of the network can be improved
by avoiding congested areas. The idea was to separate the
monitoring functions from the actual routing, making the
statistical network status information reusable. The routing
protocols can focus on path determination and updating the
routing tables.

This is a preliminary implementation, covering only a part
of the possible functionalities of a complete routing manage-
ment system and offering a proof-of-concept. As future work,
we intend to evaluate the effect of prediction in terms of the
compromise between the utilized resources and the improved
global capacity of the network. We envisage reducing the
packet losses through congestion prediction as opposed to
congestion detection used in the present implementation.
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	Introduction
	The paper presents the system designed and tested by the author for supervision and control of the game machine operations and for graphically presenting the course of the game.
	The hardware device, connected to the START signal line allows for initiation of 8192 playings (draws) and also for reading every time the total-in and total-out values from the PLAY and WIN meters.
	II.Principle of system operation
	At starting time user chooses the bet from the set of available values. Then system sets the frequency of draws, the biger the value of bet, the lower draws frequency (bigger time interval between draws), according to table 1.
	Table 1
	Table 1
	Bet[credits]
	Bet[credits]
	time interval between draws[s]
	5, 10, 20
	1.8
	50
	2.2
	100
	3
	200
	5
	500
	7
	1000
	13
	For each drawing, the system preserves two values: drawing number and value of winning for this drawing. Those two values are shown on display as well as are sent through RS232 to terminal on PC computer for further processing.
	When testing is over (max 8192 drawings) its results are presented graphically on PC.
	Switches for stopping and resuming operation in any moment are also provided. Investigations were conducted with the popular gaming machine Eurogame Novomatic. The games installed were: Burning Hot, Ultra Hot, Am Poker, Burning Target, and  Sizling Hot. Fig. 1 shows block diagram of the system.
	Repetitiveness in popular games is of the order of 10 000. We designed making great number of drawing (<8192), so that results are representative for the game.
	We do not take into account bonus play., f.ex. when playing Burning Target. When the bonus option appears, the game operation simply omits this option.  Thus we obtain data comparable among different games. Option “play within the play” is not possible.
	Such nested structure, like binary tree would have been  trap making final decision – undeterminable. The system should be transparent therefore options  of bonus play and “play within the play” are not taken into account.
	III. System description
	The heart of the presented system is the microcontroler PIC24HJ256. The system enter 2 input signals from the gaming machine: signal Tz from the PLAY meter and signal Tw from WIN meter. The first of them inputs to TMR2 module of the PIC microcontroler (pin 6). The second:
	Signal Tw enters TMR1 (pin 74) of the microcontroler.
	The system has 2 switches:
	Sw1 -Start switch connected with C0.
	Sw2 (toggle) connected to C1. After pressing it, we can stop/resume  the simulation at any moment.
	After pressing the switch SW1 the game simulation begins. In defined time intervals other signals (Sw) are released that simulate pressing PLAY button. Time intervals depend on the bet value according to table 1.
	Waveform of the signal is shown in fig.2
	When winning is received, then Sw signal becomes low and stops further drawing. Simultaneously  signal Tw from the WIN meter enters to TMR1 timer. It continues  until total
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