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Abstract. In this paper we propose the development of an Energy Aware 

Context Model for representing the service centre energy/performance related 

data in a uniform and machine interpretable manner. The model is instantiated 

at run-time with the service center energy/performance data collected by 

monitoring tools. Energy awareness is achieved by using reasoning processes 

on the model instance ontology representation to determine if the service center 

Green and Key Performance Indicators (GPIs/KPIs) are fulfilled in the current 

context. If the predefined GPIs/KPIs are not fulfilled, the model is used as 

primary resource to generate run-time adaptation plans that should be executed 

to increase the service center’s greenness level. 

Keywords: Service Center, Context Model, Energy Awareness, Reinforcement 
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1   Introduction and Related Work  

Over the last years the energy efficiency management of IT processes, systems and 

service centers has emerged as one of the most critical environmental challenges to be 

dealt with. Since computing demand and energy costs are continuously growing, 

energy consumption of IT systems and service centers is expected to become a 

priority in the future years [1]. 

The GAMES (Green Active Management of Energy in IT Service Centers) EU 

FP7 research project [2] aims at developing a set of innovative methodologies, 

metrics, services and tools for the active management of energy efficiency of IT 

service centers. The GAMES vision is to create a new generation of Green and 

Energy Aware IT service centers by defining and implementing management actions 

in both design time and run-time for increasing energy efficiency. The problem of 

service centre run-time energy efficiency in the GAMES project is approached by 

dynamically finding and executing Dynamic Power Management (DPM) and 

Consolidation based adaptation actions targeting the identification of the over 



provisioned resources with the goal of putting them in low power states. To determine 

run-time adaptation decisions, the following MAPE (Monitoring, Analysis, Planning 

and Execution)  steps are taken: (i) the current service center energy/performance data 

is captured using monitoring tools, (ii) using the collected data, the current values for 

GPIs (Green Performance Indicators) and KPIs (Key Performance Indicators) are 

evaluated and compared against their predefined values (iii) if the GPIs and KPIs are 

fulfilled no action is taken; otherwise a plan of adaptation actions is determined and 

executed to enforce the GPIs/KPIs predefined values.  

The service center energy/performance data collected from various sources (such 

as sensors, monitoring devices, software applications, etc.) is represented in 

heterogeneous formats that are difficult to interpret and analyze. There is an evident 

need for providing an integrated, uniform and semantically enhanced 

energy/performance data representation model that can be automatically processed 

and interpreted at run-time. To solve these problems we have developed an Energy 

Aware Context Model (EACM). The proposed EACM model is constructed by 

mapping our RAP (Resources, Actions and Policies sets) generic context model [16] 

onto the service centre energy efficiency domain. An EACM instance representing a 

service centre snapshot is created by instantiating at run-time the EACM model 

elements with the service center energy/performance data collected using monitoring 

tools. To ensure the energy awareness, the EACM model instance, implemented as 

ontology is analyzed/processed at run-time by using reasoning processes, to determine 

if the GPIs/KPIs are fulfilled for the current service center snapshot and to 

generate/execute adaptation action plans if these indicators are not fulfilled. 

The state of the art literature contains many references regarding context 

modeling, but none of them (as of our knowledge) approaches the energy efficiency 

problem by considering the energy consumption as a relevant context feature. Also, 

there are no approaches for context modeling of Green IT service centers.   

The most important problems regarding context information acquisition refer to 

identifying the features of the system execution context [3], [20], and defining models 

for capturing features’ specific data [4]. In the domain literature ([5], [6] and [7]), 

several characteristics that may define the context are considered, such as 

spatiotemporal (time and location), ambient, facility (the system devices and their 

capabilities), system user interaction, system internal events, system life cycle, etc. 

Our paper takes this work one step further and introduces the energy consumption and 

the resource usage as an important characteristic of the modeled context.  

Regarding the context representation, generic models that aim at accurately 

describing the context in a programmatic manner are proposed [19]. In [8] the use of 

key-value models to represent the set of context features and their associated values is 

proposed. Markup models [9] and object oriented models [10] are also proposed to 

structure and represent the context information. The main disadvantage of these 

approaches is their high degree of inflexibility and lack of semantics. Alternatively, 

the use of ontologies to model the context data, where context features are represented 

as ontological concepts and instantiated with run-time captured values are more and 

more used [11]. We took advantage of the semantic-oriented and reasoning features of 

the ontologies and developed an ontology based representation of the EACM model.    

For context analyzing, models and techniques aiming at determining and 

evaluating the context changes are proposed. These models are strongly correlated 



with the context representation model. In [12] fuzzy Petri nets are used to describe 

context changing rules. Context analyzing models based on reasoning and learning 

about context information are proposed in [13], [14] and [15] where context change 

rules are described using natural language or first order logic and evaluated using 

reasoning engines. Our paper uses reasoning algorithms to evaluate and analyze the 

run-time changes targeting the energy awareness. 

The rest of this paper is structured as follows: Section 2 presents the EACM 

model, Section 3 shows how energy awareness is enacted, Section 4 describes a case 

study and evaluation results, while Section 5 concludes the paper. 

2   EACM – The Energy Aware Context Model  

This section introduces the EACM model highlighting the main concepts and 

relations defined and used to represent the service center energy / performance related 

data. The EACM model is constructed by mapping the RAP context model [16] onto 

the service centre energy efficiency domain. In the RAP model the context data is 

represented as triple <R, A, P>   where R is the set of context resources, A is the set 

of context adaptation actions and P is the set of context policies.  Context resources 

(R) represent the physical or virtual entities that generate and / or process context 

data. Context actions (A) represent a set of possible adaptation actions that have to be 

executed to enforce a predefined set of conditions for a given context situation. 

Context policies (P) are used to define a set of rules that must hold in the context, 

being used for controlling the interactions within the context. Fig. 1. shows the 

service centre energy efficiency domain specific concepts (highlighted in blue) and 

their classification into the RAP context model main sets (highlighted in red).  

 

Context Resources (R). Three types of context resources that generate/collect 

context data were identified in service centers: (1) Service Centre IT Facility Context 

Resources (Facility Resource for short), (2) Service Centre IT Computing Context 

Resources (Computing Resource for short) and (3) Business Context Resources 

(Business Resource for short). Facility Resources are physical or virtual entities 

which provide or enforce the service centre ambient properties. A Facility Resource is 

characterized by the ambient property data type that resource can capture or modify. 

Passive Resources capture and store service centre ambient data, while Active 

Resources execute adaptation actions to modify the service centre ambient properties. 

For example, a temperature value can be the property for a temperature sensor 

resource (non-modifiable property) as well as for an air cooling resource (this time a 

modifiable property). Computing Resources are physical or virtual entities which 

supply context data related to the actual workload and performance capabilities of the 

service center. A Computing Resource can be also defined as a resource which 

consumes energy as a result of executing a specific workload. In our model we are 

interested to represent only those service centre computing resources that allow 

executing of Dynamic Power Management (DPM) actions aiming at setting a 

computing resource into different power states, according to its current workload. A 

Computing Resource is characterized by the list of energy consuming states property. 



For example, an Intel Core i7 860@2.8Ghz processor has 12 P-states varying from 

1197Mhz (40%) up to 2926Mhz (100%). The Computing Resources are classified as 

Simple and Complex (see Fig. 1). A Simple Computing Resource provides only one 

atomic performance property throughout its lifecycle. For example, CPU energy-

related performance is characterized only by its frequency value. A Complex 

Computing Resource is composed from a set of Simple Resources and is 

characterized by a set of performance properties. For example the energy-related 

performance of a server is expressed by means of its component’s energy-related 

performance properties such as the spindle speed for HDD or the clock rate for CPU. 

A Business Resource is a virtual entity which provides information about the QoS 

requirements of the executed application. 

 

 

Fig. 1. EACM model elements obtained by mapping RAP model onto service center energy 

efficiency domain. 

Context Actions (A). Three types of service centre adaptation actions are identified: 

(1) IT Computing Resources Adaptation Actions, (2) IT Facility Resources 

Adaptation Actions and (3) Application Adaptation Actions. IT Facility Resources 

Adaptation Actions (e.g. adjust the room temperature or start the CRAC) are enforced 

through the Active Resources. IT Computing Resources Adaptation Actions are 

executed to enforce the set of predefined GPI and KPI indicators on the Computing 

Resources. We have defined two types of IT Computing Resources Adaptation 

Actions: Consolidation Actions and DPM Actions. Consolidation Actions aim at 

identifying the Computing Resources for which the workload is inefficiently 

distributed from the energy efficiency point of view and balancing workload 

distribution in an energy efficient manner. DPM Actions aim at determining the over 



provisioned resources with the goal of putting them into low power states. Application 

Adaptation Actions should be executed during design-time on the service centre 

applications activities (such as application redesign for energy efficiency).  

Context Policies (P). The constraints regarding the service centre energy / 

performance are modeled through a predefined set of GPI and KPI related policies. 

We have identified and modeled three categories of GPI and KPI policies (see Fig. 1): 

(1) Environmental Policies, imposing restrictions about the service centre ambient 

conditions, (2) IT Computing Policies, describing the energy/performance 

characteristics of the service centre that and (3) Business Policies, describing the rules 

imposed by the custom business for the application execution. The Context Policies 

are described using the XML based policy description model proposed by us in [18]. 

Energy Aware Context Model Elements Relations. To model the interactions 

between the EACM model elements we have defined three types of relations: (1) 

proper subset relations, (2) trans-set 1 to N relations and (3) trans-set 1 to 1 relations. 

The proper subset relations reflect the hierarchical relations between the EACM 

model elements. For example, the Context Resources set is populated with service 

centre resources classified in three main proper subsets: Computing Resources, 

Facility Resources and Business Resources. The trans-set 1 to N relations model the 

interactions between an element of an ECAM model set and a subset of elements of 

the model. For example, this type of relation is used to model and represent the 

interactions between the energy aware run-time adaptation action and the service 

center resources on which it is enforced. The trans-set 1 to 1 relations model the 

interactions between two EACM model elements part of different sets. For example, 

in our model a policy (part of the Context Policy set) may have attached a default 

adaptation action (part of the IT Computing Adaptation Actions set) that has to be 

executed when the policy is broken. 

3   Enacting Energy Awareness 

To assure energy awareness, the service center context situation (snapshot) is 

represented in a programmatic manner using the EACM model instance ontology 

implementation (see Fig. 2). The EACM model instance is processed and interpreted 

at run-time by means of reasoning to: (1) evaluate if the GPIs/KPIs context policies 

are fulfilled for the current service centre context situation and (2) generate/execute 

adaptation action plans if the GPIs/KPIs policies are not fulfilled. 

 



 

Fig. 2. EACM model elements implemented as ontological classes. 

To evaluate the GPI/KPI policies, reasoning rules are used. The policies are 

converted into reasoning rules and automatically evaluated (without human 

intervention) by means of a reasoning engine, using the EACM model instance 

ontology representation. Fig. 3 shows the evaluation of GPIs/KPIs context policies 

using as an example a policy describing the accepted performance/workload values 

for a server and its SWRL (Semantic Web Rule Language) rules representation.  

 

 
 

Fig 3. The GPI/KPI policy evaluation. 

 

To measure the degree of fulfilling the set of GPIs/KPIs related policies we have 

defined the concept of service centre context situation entropy (ES) and its associated 



threshold (TE). The entropy is an indicator that measures the level of compliance to 

the service center specific energy-saving requirements (i.e. the greenness level) [21]. 

If the evaluated context situation entropy is below a predefined threshold TE, then all 

the GPIs/KPIs policies are fulfilled and adaptation is not required. Otherwise, 

adaptation actions must be executed to enforce the broken GPIs/KPIs policies and to 

bring the entropy below TE.  The EACM model instance entropy is computed as in 

relation (1) where: (i) pw
i
 is the weight of the GPI/KPI policy i and represents the 

importance of the policy in the service centre context, (ii) rwij is the weight of the 

service centre context resource i in the policy j and reflects the service centre resource 

importance for that policy and (iii) vijis the deviation between the recorded value for 

service centre resource j and the accepted value defined by policy i. 

  

    ES =   pwi  rwij ∗ vij                                                                                            (1) 

 

Taking into account the toleration to changes, we have defined two types of 

entropy thresholds: a restrictive threshold and a relaxed threshold.   For the first case, 

we define the threshold at the lowest possible entropy value (TE = 0). Whenever a 

GPI/KPI policy imposed restriction is broken, the adaptation process is triggered. In 

the second case, for each GPI/KPI policy we define an accepted entropy contribution 

value Ei and compute the entropy threshold TE (relation 2).  The broken GPIs/KPIs 

policies are tolerated if their entropy contribution is lower than the accepted value. 

    TE= pw
i
*vij*( 100+Ei % 100)    where     Ei= pw

i
 riij *vij                                (2)         

 

To generate and execute adaptation action plans, we identify first the previously 

encountered similar service center context situations in which the same GPIs/KPIs 

context policies were broken. If such a similar equivalent situation is found, the same 

action plan is selected and executed (see Fig 4).  

 

 
 

Fig 4. Equivalent service center context situations.  

Otherwise, a new sequence of adaptation actions is generated using a 

reinforcement learning approach (what / if analysis). The learning process considers 

all possible service center context situations (represented as EACM instances) and 

builds a decision tree by simulating the execution of all available adaptation actions 

for each situation (see Fig 5). Each tree node stores a service center context situation 

and its calculated entropy value. A tree path between two nodes S1 and S2 defines a 



sequence of adaptation actions which, executed in S1 context situation, generates the 

new service center context situation stored in node S2. The minimum entropy path in 

the reinforcement learning decision tree represents the best sequence of adaptation 

actions that when executed, will bring the service center in a context state in which all 

GPIs/KPIs context policies are fulfilled. 

 

 
Fig 5. Reinforcement learning based adaptation action plans generation.   

The learning process may generate different type of results discussed below. 

Case 1: The algorithm finds only a possible service center context situation with 

an entropy value lower than the defined threshold. The sequence of actions that lead 

to this context situation is selected and the search process is stopped.  

Case 2: The current service center context situation entropy is higher than the 

threshold, but smaller than the minimum entropy determined so far. The minimum 

entropy is replaced with the new entropy and the search process is continued. 

Case 3: The current entropy is higher than both the threshold and the minimum 

entropy; the reinforcement learning algorithm continues the search process. If at a 

certain moment, all exercised paths of the decision tree are cycles, the algorithm stops 

and chooses the path leading to a state with the minimum entropy. 

4   Case Study  

In this section the energy awareness capabilities of the proposed EACM model and 

the scalability of its ontology representation are discussed and evaluated. 

To evaluate EACM model energy awareness capabilities, we used it to manage 

a small service center with the following configuration: (i) a server cluster composed 

from three physical servers on which virtualized applications, annotated with Quality-

of-Service (QoS) requirements, are executed, (ii) an external shared storage server 

and (iii) a set of sensors and facilities interconnected through a sensor network which 

control the service centre environment. Fig. 6 presents the test case service centre 

infrastructure together with the set of defined GPIs/KPIs policies. 

 



 
Fig 6. Test case service centre infrastructure. 

To determine and analyze the time necessary for evaluating the GPIs/KPIs context 

policies, we have generated two categories of service center context situations: (i) 

situations in which the number of GPIs/KPIs broken policies is gradually increasing 

(each broken policy having similar complexity) and (ii) situations in which GPIs/KPIs 

with increasing complexity are broken. The complexity is measured in terms of the 

number of atoms in the antecedent of the policy corresponding SWRL rule. For the 

first context situations category, the test started from three broken GPIs/KPIs policies 

and continued by gradually increasing this number up to 30 broken policies. For the 

second category of context situations, starting from one broken GPI/KPI policy with 4 

atoms the number of atoms was grown up to 34. The results show (Fig. 7b) that for 

less than 20 atoms the evaluation time is within reasonable limits (less than 0.15sec.). 

When the complexity of the policy increases above 20 atoms the evaluation time 

grows exponentially. Reasonable time results (Fig. 7a) were also obtained for 

evaluating up to 30 context policies at once (about 2 sec.). 

 

 
 

Fig 7. The EACM model GPIs/KPIs context policies evaluation results. 



 

To determine the time needed for the generation of the adaptation action sequence 

when some GPIs/KPIs are broken, the EACM model was used to manage randomly 

generated service center context situations by means of reinforcement learning for 

about 27 hours (see Fig. 8). In the first 1000 decaseconds (das), almost all running 

times of the adaptation action selection algorithm are greater than 10 seconds. After 

that, the reinforcement learning mechanism begins to learn and achieving as a result 

the performance of having only four running times (the spikes in Fig. 8)  greater than 

10 seconds in the [5000, 7000] das time interval. Also, an overall reduction in the 

height of the peaks is visible because at each step the algorithm tries to determine the 

equivalent service center context situations and if equivalence is found the same 

sequence of actions is taken for execution.  

 

 
 

Fig 8. The EACM model adaptation action sequence generation.    

To evaluate the ontology representation of the EACM model, three criteria 

were used: (i) instances creation time, (ii) instances retrieval time and (iii) memory 

usage. Our goal is to determine if the EACM model ontology implementation is 

feasible/scalable taking into account the above presented criteria and to identify the 

most suitable tool/API for the EACM ontology management. For ontology 

management, two strategies were used: (1) the ontology was created and persisted in 

the RAM memory (using Protégé and Kaon2 Ontology tools) and (2) the ontology 

was mapped onto a database model persisted in RAM memory. For the second 

strategy, three database models have been tested: HSQL relational model, Prevayler 

hierarchical model and Kaon 2 Database relational model. 

To estimate the number of EACM model concepts instances that are created for 

representing different service centers, the following classification was used [17]: (i) 

small service centers having a number of servers between 101 and 500, (ii) medium 

service centers having between 501 and 5000 servers and (iii) large service centers 

with a number of servers over 5000. We consider that an average service center server 

has four processors each with two cores, four memory slots each of 2Gb and an array 

of four hard disks each with a capacity of 1Tb. For this type of server the EACM 

model instance ontology has to store approximately 17 concept instances: one IT 

Computing Complex Resource (corresponding to the server itself) and 16 IT 

Computing Simple Resource (corresponding to the server components). The number 

of instances corresponding to the service center IT infrastructure and the business 

tasks description are relatively low compared to IT Computing Resource instances, 



hence they can be ignored for the scalability tests. We have defined an EACM Model 

management scenario in which a number of instances that have been automatically 

generated need to be administrated. The EACM model instance generation module 

takes as input an integer number n and automatically generates n^3 EACM instances 

for different ontology concepts. By choosing different values for n we have created a 

number of EACM instances which correspond to each service center type as follows: 

for n = 15 a number of 3,375 instances are generated corresponding to small service 

centers; for n = 25 a number of 15,625 instances are generated, corresponding to 

medium service centers, while for n = 50 and n = 70 result 125,000 and respectively 

343,000 instances corresponding to large service centers.  

The results presented in Fig. 9 show that: (i) the instance creation time and the 

memory usage grow exponentially for a number of instances higher than 50^3 but it 

remains within acceptable boundaries even for 70^3 instances and (ii) the instances 

retrieval time can be neglected for Prevayler, Kaon2 Ontology and Database. 

 

 

Fig. 9. EACM ontology implementation management evaluation results.  

5   Conclusions 

This paper introduces the EACM model for representing the service centre energy 

related data in a uniform and machine interpretable manner. Reasoning based 

processes are defined and used on the model ontology representation to ensure energy 

awareness. The EACM model evaluation results are promising showing that the 

energy awareness capabilities can be enacted at a service center level in reasonable 

time frames using:  (i) the model entropy to determine the service center greenness 

level and (ii) reinforcement learning to determine the adaptation actions to be 

executed when the defined greenness levels are not reached.  
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