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Abstract—Multiple sensor systems are extremely used in autonomous driving for providing increased object detection accuracy. We present a multiple sensor based pedestrian detection system that combines aggregated channel features classifiers trained on images captured with two types of sensors: far infrared and stereovision sensors.

We developed a spatio-temporal data alignment between the two sensorial systems. For the temporal alignment we used an original camera response timing model for free running cameras in order to align the infrared image with grayscale intensity images captured by trigger-based cameras. The spatial data alignment is done by performing the extrinsic parameters calibration of the infrared camera in the ego car world coordinate system which is also the reference for the stereovision sensors.

Based on the aligned sensorial data we developed a classification fusion mechanism for combining infrared and grayscale detections on a unified pedestrian detection stream. We obtain an increased accuracy showing that the two detectors complete each other.

I. INTRODUCTION

Pedestrian detection by day and by night is a very explored problem in the computer vision world. Most of approaches use visual data provided by either stereo [1] or monocular systems [2], [3], but there are also approaches that combine different types of sensors like visible cameras, near and thermal infrared cameras, RADAR, LASER scanner [4], [5], [6].

As most approaches use stereovision sensors for pedestrian detection, with this paper we enhance the power of stereo based pedestrian detection with the addition of a far-infrared pedestrian detection system. Our solution is motivated by the limitations of the visual spectrum during low lighting conditions (dawn, dusk, night), or difficult weather conditions (like heavy sun, strong shadows, fog, snow, strong rain). On the other hand, the multiple sensor fusion pedestrian detection is also motivated by the challenges of illumination variation in the environment, cluttered background characterizing the traffic scenes, pedestrian occlusions, and complex pedestrian appearance. The two types of sensors used in this paper are somehow complementary as the visual cameras capture the light reflected by the objects in the scene, while far infrared cameras capture the heat emitted by the objects.

A first original contribution of this paper is given by the proposal of a camera response timing model for free running cameras (in our case far IR camera) which was successfully applied for synchronizing with trigger-based cameras (stereo-system).

The second contribution of the paper is related to the development of an original calibration method of the extrinsic parameters of the far infrared camera without using any calibration object, which allows and ad hoc calibration every time the far IR camera is mounted on the test vehicle.

A third contribution of the paper is given by the combination of three information cues for pedestrian detection: these are depth information, monocular intensity features and far-infrared information. These information cues are fused using aggregated channel feature pedestrian classifiers. The Aggregated Channel Feature Classifier has been introduced by [7] and it has a good performance on monocular color images.

A fourth important contribution is the development of a dataset of train and test images that proves the effectiveness of our approach. The dataset contains far-infrared and intensity images aligned by means of a stereovision sensor. The dataset was annotated using a Caltech annotation toolbox [8].

II. RELATED WORK

We revise the multiple sensor approaches for pedestrian detection in traffic scenes. A comprehensive analysis of color-, infrared-, and multimodal-stereo approaches is presented by [6]. They also describe their own solution that uses a custom rig formed of two color cameras and two infrared cameras arranged in stereo pairs. The solution describes a trifocal framework containing the color, disparity, and infrared images. They are combined into a single five-channel multispectral image. On their proposed dataset they obtain a 91.89% pedestrian detection rate for a 5% false positive rate. They use histogram of gradient, color, disparity and infrared channels. The classification of pedestrians is performed using Support Vector Machines.

Another approach based on far-infrared stereo vision is presented by [9]. The proposed system combines warm-area detection, with a step that detects cold areas that potentially contain a pedestrian. The cold area analysis is done based on edges and disparity. Pedestrians are validated using head morphological characteristics and also thermal properties.

A tetra-vision system containing four cameras is explored by [10] for detecting pedestrians by means of the simultaneous
use of two pairs of stereo systems: a far infrared and a visible spectrum one. They exploit the advantages of both far-infrared and visible cameras and by their combination they try to overcome the limitations of each system in part. Using visual stereovision they obtain a list of bounding boxes that potentially contain a pedestrian. Based on warm area detection and symmetry based analysis the results are further refined. A last validation step is also performed by searching for human shape characteristics based on head detection, shape detection, and active contours.

An approach for detecting and predicting the pedestrian motion with the purpose of avoiding imminent collisions has been developed by [11]. The approach combines a stereo vision system with a laser scanner. This combination provides an accurate positioning of the obstacles in the environment. Using the obstacle hypothesis their system identifies pedestrians based on polylines and leg pattern identification based on laser data combined with dense disparity maps and u-v disparity. The pedestrians are tracked within the detected areas by means of validation gates.

A LIDAR sensor and an infrared camera are combined by [12] for detecting and classifying pedestrians based on their moving direction and relative speed. The two sensors are used for generating regions of interest in which pedestrians may appear. Within those regions 2D translation invariant features are extracted and then classified by means of support vector machine classifiers.

A laser scanner and a stereovision system are employed by [13] for detecting pedestrians in urban environments. The laser based pedestrian detector is composed of a distance based clustering process that separates the different clouds of points that represent each obstacle followed by a polyline based shape estimation. The pedestrian hypothesis is generated based on the comparison of the shape cluster with a pedestrian model. The laser based detector is combined with the u-v disparity based object detection provided by the stereovision system. The stereo-based pedestrian hypotheses are classified as being pedestrians based on the similarity between the vertical projection of the silhouette and the histogram of a normal distribution. The fused pedestrian detections are combined with context information (velocity and GPS information) in order to provide danger estimation.

A dual camera system combining visible light and thermal cameras is used by [14] for detecting pedestrians. They define a geometric transformation matrix that represents the relationship between the two cameras’ axes. Two background images for visible and thermal images are constructed based on the pixel difference between an input thermal and pre-stored thermal background images. By means of background subtraction combined with shadow removal and morphological operations the regions of interest for the visible images are obtained and then are projected onto the thermal image. Based on the horizontal and vertical histograms pedestrians are identified in the two images.

Support Vector Machine classifiers trained on different local and global SURF features extracted on both visible and far-infrared images are described by [15]. They propose a two-stage recognition method in order to cope with the complexity of the system.

Different probabilistic based fusion schemes that combine information from visible and infrared images for classifying road obstacles based on SVM are approached by [16]. The approaches refer an early fusion method applied at the feature level, an intermediate fusion at kernel level and a late fusion scheme that combines detection scores from visible and infrared detectors.

### III. PROPOSED METHOD

The method we propose combines aggregated channel feature classifiers trained on two types of data one generated by an infrared sensor and another given by a stereovision system. The overall architecture of the system is described in Fig. 1 and 2. The first module performs the alignment of the infrared image with the grayscale image of the left camera from the stereovision system. This allows us to precisely find the correspondence of a point from the left image to the infrared image. Due to field of view variations, the borders of the left image will be ignored. Using stereovision we also obtain the 3D object hypothesis based on the depth map [17].

![Fig. 1: Region of interest generation](image1.png)

The 3D object hypotheses are projected onto the left image but also on the infrared image. The region of interest of both images are scanned Aggregated Channel Feature based classifiers, and then the detections from the two images are fused as shown in Fig. 2.

![Fig. 2: Pedestrian classification fusion](image2.png)

#### A. Multiple sensors data alignment

The architecture of the stereo vision system complies with the one presented in [18]. The stereo sensor is based on two cameras mounted in a general configuration behind the windshield of a test car. The system provides a dense depth map generated on rectified images using a GPU implementation of the SGM approach[19]. High level perception methods
parameters: computed from the far IR camera intrinsic and extrinsic IR image. This can be achieved using the projection matrix by projecting the stereo reconstructed 3D points on the far the two sensorial systems (stereo and far IR) is performed (the ego vehicle 3D coordinate system) the alignment between parameters estimated relative to an unique coordinate system section). Since all the sensors (cameras) have the extrinsic matrix (their estimation method is described in the next automotive stereo vision [21]. Consequently a reliable dense depth map is available.

The parameters are estimated with high precision using a calibration method specially developed for high accuracy

where:
- \( A_F \) is the internal matrix of the far IR camera encoding its intrinsic parameters (the focal length \( f_x, f_z \) and the and principal point \([u_0, v_0]\): \[
A_F = \begin{bmatrix}
f_x & 0 & u_0 \\
0 & f_z & v_0 \\
0 & 0 & 1 \\
\end{bmatrix}
\] (2)
- \( R_{WF} \) is the far infrared camera world-to-camera rotation matrix. \( R_{WF} = R_{CF}^T \)
- \( T_{WF} \) is the far infrared camera world-to-camera translation vector. \( T_{WF} = -R_{WF}T_{CF} \)

The projection of a 3D point (expressed in homogeneous coordinates \( X_W = [X,W, Y,W, Z,W, 1]^T \) relative to ego car world coordinate system) on the far infrared image will be a point \( p[u,v] \):

\[
s \cdot \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \begin{bmatrix} x_s \\ y_s \\ z_s \end{bmatrix} = P_F \cdot \begin{bmatrix} X_W \\ Y_W \\ Z_W \\ 1 \end{bmatrix}
\] (3)

where: \([x_s, y_s]\) are the scaled image coordinates of \( p \) (with a ratio \( s = z_s \)). The image coordinates of \( p[u,v] \) can be obtained from the scaled ones using:

\[
\begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} x_s/z_s \\ y_s/z_s \end{bmatrix}
\] (4)

**B. Multiple sensor data synchronization**

The purpose of sensor synchronization is to obtain far infrared images aligned with the grayscale images provided by the video cameras of the stereo system. Our infrared camera is free running at a constant frame rate. The stereo cameras provide trigger-based synchronized video signal with insignificant relative delay times. We introduce a camera response timing model for free running cameras which relates the capture, the frame request and response moments for a particular frame. The timing model is shown in Fig. 4.

![Model of the multiple camera system](image)

**Fig. 3: Model of the multiple camera system**

The far IR camera camera is mounted on the ego-vehicle’s roof, positioned approximately above the stereo camera rig and aligned with the longitudinal axis of the car. Its extrinsic parameters relative to the ego-vehicle’s 3D coordinate system are defined by the \( T_{CL} \) translation vectors and \( R_{CL} \) and the rotation matrices \( R_{CR} \). The parameters are estimated with high precision using a calibration method specially developed for high accuracy automatic stereo vision [21]. Consequently a reliable dense depth map is available.

![Timing model for free running cameras](image)

**Fig. 4: Timing model for free running cameras**

Considering the capture moment \( \tau_n \) of a particular frame \( n \) any request for the image between \( \delta_{n-1}^2 \) and \( \delta_n^2 \) will be delayed until \( \delta_n^2 \), and any request between \( \delta_{n-1}^1 \) and \( \delta_n^1 \) will encounter no delays. These parameters meet the following constraints:

\[
|\tau_{n+1} - \delta_n^2| = |\tau_n - \delta_{n-1}^2|
\] (5)

The readout interval is defined as:

\[
\delta_n^1 - \tau_n = \delta_{n+1}^1 - \tau_{n+1}
\] (6)

\[
\tau_n < \delta_n^1 < \tau_{n+1}
\] (7)

\[
\delta_n^1 < \delta_{n+1}^1 < \delta_{n+1}^2
\] (8)

The frame period is defined as:

\[
\tau = \tau_{n+1} - \tau_n
\] (9)

Given a constant frame period \( \tau \) we define the relaxing period \( \alpha \) as the time interval between releasing one frame and capturing moment of the next frame:

\[
\alpha = \tau_{n+1} - \delta_n^1
\] (10)
Considering the timing model for externally triggered video cameras depicted in Fig. 5 with known exposure time $\epsilon$ we were able to determine experimentally the relaxing period $\alpha$ for the infrared camera.

For this purpose we had to synchronize the execution thread with the moment $\delta_n^1$ for each infrared frame. According to our proposed model for free running cameras shown in Fig. 4 any request for a frame is delayed until $\delta_n^1$ or not delayed if the request is between $\delta_n^1$ and $\delta_n^2$. Due to this uncertainty period between $\delta_n^1$ and $\delta_n^2$ we perform two consecutive requests instead of one. According to 8 the first request will be released somewhere between $\delta_n^1$ and $\delta_n^2$ and the second request, which takes place immediately after the first response, will be released at $\delta_n^1+1$. At the cost of losing two frames we are able to perform the synchronization on the 3rd frame by delaying the trigger moment of video cameras with a controlled $\Delta$ period as shown in Fig. 6.

The experimental setup uses both infrared and video cameras capturing images of a fast moving object emanating heat. The delay $\Delta$ is increased incrementally until the moving object has similar position in both grayscale and infrared images. Once $\Delta$ is stabilized for a fixed exposure $\epsilon$ we are able to compute the constant $\alpha$:

$$\alpha = \Delta + \epsilon \quad (11)$$

Once the relaxing period $\alpha$ is known we can afford a variable exposure $\epsilon_n$ by changing the delay time $\Delta_n$ of the video trigger for each pair of captured images:

$$\Delta_n = \alpha - \epsilon_n \quad (12)$$

C. Calibration of the far IR camera parameters

The intrinsic parameters of the far IR camera are inferred from the data sheet of the manufacturer. Since the camera can be used in 2 resolutions two sets of intrinsic parameters are generated:

- QVGA (native): $f_x=f_y=410$, $u_0=160$, $v_0=120$ [pixels]
- VGA (upscaled): $f_x=f_y=620$, $u_0=320$, $v_0=240$ [pixels]

For the extrinsic parameters estimation an approach similar to [21] could be used by replacing the control points (detectable in visible light) with ones that have a thermal footprint. But this would require a complicated calibration setup which should be reproduced every time the far IR camera is mounted on and off the car roof. In our case the far IR camera does not have a permanent mounting socket on the car and is removed after every driving experiment (due to security reasons). For such experimental conditions a much simpler calibration methodology was proposed which can be easily performed every time the far IR camera is mounted on the car:

1) Acquire synchronized pairs of stereo and far IR images in a static scenario with uniquely selectable image features in both sensorial image spaces. Preferred features are those that are easy to localize (i.e. corner features) in both sensors: they are visible in the stereo sensor images and also have a visible thermal footprint in the far IR image.

2) Manually select at least 6 points with 3D information from the stereo system (using the left stereo image + depth map): $P_i(X_i, Y_i, Z_i)$. Manually find their corresponding points on the far IR image (a procedure to compute their sub-pixel coordinates using a zoom in technique is employed): $p_i(x_i, y_i)$. An example of such a calibration scenario is presented in Fig. 7 along with a numerical example of the selected features’ values in Table I.

3) The extrinsic parameters of the far IR camera ($T_{CF}$ and $R_{CF}$) relative to the ego-vehicle coordinate system are estimated by minimizing the projection errors of the 3D points $P_i(X_i, Y_i, Z_i)$ against the selected image points: $p_i(x_i, y_i)$ using the Gauss-Newton iterative method [21].

D. Aggregated Channel Feature Classification

The Aggregated Channel Feature is a model for multiple resolution image feature approximation that works fast and has good performance. The model can be applied to a generic object detector and it was tuned for pedestrian detection in the Aggregated Channel Features (ACF) framework [7], [8]. The
TABLE I: Numerical example of the selected features values for the calibration scenario from Fig. 3.

<table>
<thead>
<tr>
<th>ID</th>
<th>x1 [pixel]</th>
<th>y1 [pixel]</th>
<th>X1 [mm]</th>
<th>Y1 [mm]</th>
<th>Z1 [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>153.25</td>
<td>86.92</td>
<td>-323</td>
<td>-926</td>
<td>7751</td>
</tr>
<tr>
<td>2</td>
<td>153.99</td>
<td>128.94</td>
<td>-304</td>
<td>85</td>
<td>7775</td>
</tr>
<tr>
<td>3</td>
<td>195.64</td>
<td>128.76</td>
<td>700</td>
<td>57</td>
<td>7735</td>
</tr>
<tr>
<td>4</td>
<td>195.27</td>
<td>85.82</td>
<td>609</td>
<td>-924</td>
<td>7899</td>
</tr>
<tr>
<td>5</td>
<td>93.16</td>
<td>81.03</td>
<td>-2165</td>
<td>117</td>
<td>10258</td>
</tr>
<tr>
<td>6</td>
<td>93.02</td>
<td>115.14</td>
<td>-2160</td>
<td>117</td>
<td>10070</td>
</tr>
<tr>
<td>7</td>
<td>127.13</td>
<td>115.71</td>
<td>-1148</td>
<td>101</td>
<td>9941</td>
</tr>
<tr>
<td>8</td>
<td>126.98</td>
<td>80.89</td>
<td>-1106</td>
<td>-911</td>
<td>9539</td>
</tr>
<tr>
<td>9</td>
<td>237.83</td>
<td>87.84</td>
<td>-1689</td>
<td>-905</td>
<td>7899</td>
</tr>
<tr>
<td>10</td>
<td>236.49</td>
<td>129.85</td>
<td>-1661</td>
<td>88</td>
<td>7773</td>
</tr>
</tbody>
</table>

The idea of ACF is to replace the actual feature computation at every image scale in an image pyramid with feature approximation by extrapolation from nearby scales. [7] prove that for a broad family of features this process does not reduce the performance of the detection. Their proposed approximation yields considerable speedups with negligible loss in detection accuracy.

AdaBoost learner build on top of level-two decision trees is employed. The classification score of the AdaBoost learner is a linear combination of weighted weak learner responses $h_1, h_2, \ldots, h_T: f(x) = \sum_{t=1}^{T} \alpha_t h_t(x)$. Each weak learner response is weighted by $w$ that is proportional to the error of the weak learner.

A cascade of such composite ensemble is used. The cascade has four stages and each stage has the same positive training set, while the negatives for each stage are the false positives of the previous stage. Each weak learner is a decision tree. The number of weak classifiers in the stages is 256, 512, 1024, 2048.

In the proposed method we train two ACF based pedestrian detectors: one for the grayscale intensity images and another for the infrared images. For the grayscale intensity image we train the ACF framework using ten channels, namely LUV, gradient magnitude, gradient orientation histogram containing six bins. Let $D_y$ be the detector that results.

For the infrared intensity image we train the ACF framework on infrared images and we use the gradient magnitude, the gradient orientation histogram with six bins and the LUV channels. Denote with $D_y$ the resulting classifier.

Next the two classifiers are applied in parallel and the results for an image $I$ of each detector are fused using the following:

$$F(I) = \alpha D_y(I) + \beta D_y(I)$$

where $\alpha$ and $\beta$ are parameters which we use to weight the influence of each classifier. For example in low lightning driving scenarios, or when the grayscale images are over-saturated the infrared classifier will have a greater weight than the grayscale classifier. On the other hand when the temperature difference between the environment and the pedestrians or other objects of interest is reduced causing a very low contrast on infrared features the grayscale classifier will prevail.

The 3D object points of object hypothesis generated by the stereo sensor are projected on both the grayscale and the far IR images. The fusion between the grayscale and far IR detections is performed based on an overlapping predicate (OR) on their 2D image projections (as shown in Fig. 8). The grayscale/stereo detections and the far IR detections (given by orange bounding boxes) are fused on the far IR image – as shown in the left parts of Fig. 8.

IV. EXPERIMENTAL RESULTS

A. Assessment of the far IR camera parameters calibration procedure

The accuracy of the data alignment procedure depends on the extrinsic parameters which are used in the projection matrix (1). As evaluation metric the 2D projection error of a set of 3D points generated with the stereo sensor vs. their manually selected correspondences on the 2D far IR image was considered.

$$\epsilon = \left[ \begin{array}{c} x_{GT} - x_{PR} \\ y_{GT} - y_{PR} \end{array} \right]$$

where:

- $[x_{GT}, y_{GT}]$ are the coordinates of the manually selected 2D control points on the far IR image (ground truth - GT)
- $[x_{PR}, y_{PR}]$ are the 2D projections of the 3D control points selected from the stereo sensor.

In Fig. 9 the qualitative assessment of the projection errors is shown in a visual form (green points are the projected points while red ones are the GT points manually selected on the far IR images). This is also observable in Fig. 8.

In Table II the corresponding numerical errors in terms of the (14) metric are shown. Two scenarios are analyzed: in Scenario 1 the calibration experiment from Fig. 7 was evaluated using far IR images acquired in QVGA resolution. The results labeled Scenario 2 were obtained performing a new calibration experiment with the far IR camera mounted in a new position using the established methodology and evaluation in real traffic conditions on VQA resolution images.

TABLE II: Numerical evaluation of the projection errors.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ID Fig. 9(a) $\epsilon_x$ $\epsilon_y$</td>
<td>ID Fig. 9(b) $\epsilon_x$ $\epsilon_y$</td>
</tr>
<tr>
<td>1</td>
<td>-0.17</td>
</tr>
<tr>
<td>2</td>
<td>0.97</td>
</tr>
<tr>
<td>3</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>1.10</td>
</tr>
<tr>
<td>5</td>
<td>1.09</td>
</tr>
<tr>
<td>6</td>
<td>-0.13</td>
</tr>
<tr>
<td>7</td>
<td>-0.02</td>
</tr>
<tr>
<td>8</td>
<td>1.76</td>
</tr>
<tr>
<td>9</td>
<td>1.81</td>
</tr>
<tr>
<td>10</td>
<td>1.21</td>
</tr>
</tbody>
</table>

RMS error | 1.09 | 1.25 | RMS error | 1.54 | 1.52 |

For the static scenarios and QVGA resolution images the RMS error of the projections was inside the 1.25 pixels range. For the real traffic scenarios and VGA resolution images the errors were inside the 2.5 pixels range (which is obvious due to the doubled pixel size / focal length) with some out-of-the-
range errors. The projection errors are mainly influenced by the manual correlation process of the feature points used in the tests but can also occur due to motion blur like effects in the thermal footprint in the case of dynamic scenarios.

**B. Camera Synchronization**

Our system uses one FLIR PathfindIR infrared camera and two synchronized JAI video cameras. PathfindIR has a 19 mm focal length and provides $320 \times 240$ PAL (25Hz) images. The experimental setup used to detect the relaxing period $\alpha$ of PathfindIR consists of a table fan having a colored band and a heat emanating electrical circuitry attached to one of its wings. This way the wing position is clearly visible in both grayscale and infrared images. The exposure time of grayscale cameras was fixed and we ran the table fun at different speeds. We started recording frames while changing the delay $\Delta$ of the trigger incrementally. We filtered out un-synchronized frames and obtained a relaxing period of 23 ms for synchronized frames. Similar results were obtained when we repeated the tests for different exposure values.

**C. Pedestrian Detection**

For assessing the performance of the trained pedestrian detectors we use the log-average miss rate computed on a dataset we have created. The dataset contains about 2000 annotated frames for both intensity and infrared cameras. The images contain about 3000 pedestrians.

We perform a comparative evaluation as follows:

1) For a given threshold value of the grayscale pedestrian detector we compute the true positive rate and the false positive rate when it is evaluated on grayscale images.
2) For a given threshold value of the infrared pedestrian detector we compute the true positive rate and the false positive rate when it is evaluated on infrared images.
3) For the given threshold value used for grayscale and infrared detectors we compute the fused image of detections and count how many pedestrians were detected correctly (either in grayscale or in infrared), along with the rate of false positives.
The results are shown in Table III. The threshold value for either of the detectors represents the classification score above which detections are considered as being positive.

**TABLE III: Numerical evaluation of the pedestrian detection.**

<table>
<thead>
<tr>
<th></th>
<th>TP IR</th>
<th>FP Per Image IR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missed Ped. IR</td>
<td>65%</td>
<td>0.9</td>
</tr>
<tr>
<td>Missed Ped. Gray</td>
<td>75%</td>
<td>0.7</td>
</tr>
<tr>
<td>Missed Ped. Combined</td>
<td>90%</td>
<td>1</td>
</tr>
</tbody>
</table>

From our experiments we show that the two detectors complete each other and the overall result is improved. Yet, the combined solution accuracy depends on the projection error from the stereo system onto the FLIR images. This is influenced by the accuracy of the 3D data provided by the stereo vision system and by the quality of the estimated extrinsic parameters of the far IR sensor (mainly dependent on the calibration scenario used).

The true positive rate of the combined classification scheme is about 90%. A disadvantage of the method is the propagation of the false positives in both images and we plan to enhance our detection mechanism with specific constraints for false positive.

In what follows we present some detection results by which we show how the two approaches complete each other. First we show cases of images in which the infrared detector detects the pedestrians, while the grayscale detector fails:

Secondly we show cases of images in which the grayscale detector detects the pedestrians, while the infrared detector fails:

In Fig. 10 and Fig. 11 the number above the detections represents the classification score of the AdaBoost classifier.

**V. CONCLUSION**

We have developed an integrated system that performs a spatio-temporal data alignment between two types of sensors: a monocular far infrared camera and a stereovision sensor. This allows to combine the 3D information of the obstacles with their thermal footprint. This approach augments the capabilities of the pedestrian detection algorithm, especially in situations when the detection with only one sensor is incomplete or less accurate.

The temporal synchronization is done using an original camera response timing model for free running cameras that aligns the infrared image with grayscale intensity images captured by trigger-based cameras. The spatial synchronization is done by performing the calibration of the extrinsic parameters of both sensors relative to the same coordinate system. The data alignment allows to correlate image features between the grayscale images of the stereovision sensor and the infrared image with the addition of the 3D information. Based on the aligned sensorial data we developed a classification fusion mechanism for combining infrared and grayscale detections on a unified pedestrian detection stream and we study the influence of the infrared pedestrian detector on the grayscale detections and vice-versa.

As future work we envision an improvement of the acquisition frame rate of the fused sensorial system. Currently the proposed synchronization method discards two out of three consecutive frames and reduces the maximum running frame rate from 25Hz to 8.33Hz. This can be avoided through parallelism by creating a monitoring thread responsible for acquiring frames continuously without being interrupted by other processing tasks.

We also plan to improve the correlation mechanism between grayscale and infrared images not only by projecting the 3D points from the stereo system to the infrared system, but also by using a stereo-correspondence mechanism directly between one of the grayscale images and the infrared image based on epipolar constraints. This would also require a more accurate calibration methodology in a more controlled scenario.
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