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Abstract—Computer vision obstacle detection on either road 

lanes or sidewalks is very important for traffic participants. 

This paper presents an approach for obstacle detection from 

sequences of consecutive monocular color image frames. Key- 

points are uniformly distributed in a grid structure on each 

input image. A Lucas-Kanade optical flow algorithm is 

performed between each pair of consecutive frames, on the 

considered key-points, in order to compute the relative motion 

vectors. Background movement estimation is computed across 

frames using a RANSAC procedure. Optical flow vectors that 

are belonging to the background are filtered out. The others are 

considered to be within the obstacles and are grouped by a 

hierarchical clustering algorithm in separate obstacles by 

analyzing their locations, angles and magnitudes. Spurious 

clusters with low number of motion vectors are filtered out. 

Finally, an imminent collision warning is issued both visually 

and acoustically when an obstacle is detected to be too close and 

it is about to crash with the ego-camera. 

Keywords-obstacle detection; motion vectors; hierarchical 

clustering; background movement estimation; collision alert. 

I.  INTRODUCTION 

Nowadays, the number of intelligent vehicles and smart 

devices is growing rapidly due to the technological 

possibilities that are into a continuous development process. 

In case of an intelligent vehicle, the driver is alerted by a 

driving assistance system when there appear potentially 

dangerous situations. Usually it includes many safety 

functions like obstacle collision warning, lane departure 

warning, lane keeping assistance, speed keeping assistance, 

etc. There are also other traffic participants like vision 

deficiency persons [1] who can be guided or warned on the 

sidewalks by a similar system. This could be possible if they 

carry on a smart device with a specific application installed 

which performs environment understanding. 

Here resides the motivation for building high accuracy 

obstacle detection module that can help either drivers or 

persons with vision deficiency or even blind people. An 

obstacle detection module must determine the regions of 

interest from traffic scene where exist obstacles. It may also 

provide this information to a subsequent module which may 

classify it into a specific obstacle class like pedestrians, 

poles, trees, vehicles, wall etc. Another important aspect for 

the detected obstacles is to find their exact location within 

the traffic scene or at least to infer if there may be an 

imminent collision with the ego-vehicle or with the person 

who carries the smart-device. 

There are many different technologies like LASER-

scanners, RADAR, infrared sensors, ultrasound sensors and 

video cameras that can be used for obtaining the scene 

information. However, video cameras are capable of 

acquiring visual information that can be further processed for 

environment understanding. This way of getting the traffic 

scene information is no pollutant for the environment, being 

also similar to the human eyes vision system. Depth 

computation of scene elements is also very important. This 

can be done basically by using a stereo-cameras setup. We 

don’t use a stereo-setup due to the fact that it implies higher 

costs and usually smart-devices don’t have integrated stereo 

cameras. We use a single color camera setup, with low costs, 

which offers us sufficient information for implementing all 

the processing operations. 

We propose an approach for detecting the obstacles either 

on lanes or sidewalks by analyzing the relative motion 

vectors between frames. Optical flow is computed on 

uniformly distributed grid points by Lucas-Kanade 

algorithm. The result defines the relative motion vectors 

which are then used for both background movement 

estimation and obstacles segmentation. A RANSAC 

algorithm is used for determining the background movement 

in order to be filtered out from the motion vectors field. The 

obstacles are defined by clusters of motion vectors obtained 

after a two-step hierarchical clustering procedure considering 

their specific features: location, magnitude, and angle. Noisy 

clusters are finally removed obtaining the valid obstacles. 

The possibility of imminent collision of each obstacle with 

the ego-camera is evaluated and signalized. We also present 

the evaluation of the entire obstacle detection system. 

 

II. RELATED WORK 

Obstacle detection from a video sequence is one of the 
most important task used in many real time automotive 
applications. The researchers carry out a lot of work for 
developing very good solutions for obstacle detection from 
both monocular and stereo vision images.  

In case of stereo vision systems the task is easier than in 
monocular systems. Stereo systems acquire much more traffic 
scene information using at least two cameras. This allows the 
obstacle detection [2] to be done by analyzing both 



color/intensity and depth information [3] which considerably 
reduces the amount of noisy information. The approach is 
continued with a module that gathers the reconstructed points 
into obstacles by using a paradigm of points grouping [4] and 
density maps [5], followed by optical flow and motion 
computation for obstacle tracking [6]. 

In our approach we use a single color camera. In this case 
of monocular vision, common features like color or gray 
intensities [7], symmetry [8], edges [9], shadows [10] and 
textures [11] are widely used for obstacle detection. Motion 
from optical flow [12] may also be computed for detecting 
moving obstacles by subtracting the ego motion of the 
vehicle. 

Detection and segmentation of moving objects can be 
achieved in several ways. There are region-based approaches, 
boundary based approaches and combinations of them. In the 
region based approach, the image is partitioned into 
connected regions by grouping pixels of similar intensity 
levels situated in the same neighborhood. Adjacent regions 
are merged under some constraints involving perhaps 
homogeneity or sharpness of region boundaries. The region 
based approach includes the traditional background 
subtraction and optical flow methods. In [13-15] region based 
techniques for are successfully used for moving objects 
detection. The methods that are used in the region based 
approach are background subtraction [13], Markov random 
field (MRF) [16], change detection mask (CDM) [17], 
clustering [18] and statistical methods [15].  

In [19] the idea of multiscale regions is used for better 
obstacle detection. It takes a pixel neighborhood for filtering 
out the possible perturbations of few pixels in that vicinity. 
An iterative background subtraction method is also proposed, 
starting from large rectangular regions and reducing them to 
narrower regions by means of color histogram analysis. These 
histograms are robust to presence of local noise and they 
could be built recursively: a large region histogram from 
combining the component small regions histograms. The 
motion is detected by comparing the corresponding 
rectangular regions from the largest scale to the smallest one. 
At smaller scales, the comparisons are made just in case when 
there exists a detected motion at a higher scale. The advantage 
consist in reducing the number of false detections. The 
background is multiscale modeled by color histograms of 
each rectangular region. Its model is periodically updated and 
a similarity measure is used for comparing the current frame 
with the background. 

Boundary based methods deals with the discontinuities in 
the images. These approaches use active contour, edge based 
and optical flow methods. Different algorithms and methods 
are used for the detection of moving objects. Gradient based 
optical flow together with an edge detector represent a good 
choice for a precise speed computation, although they are not 
so frequently used in systems that detect and track the moving 
obstacles. In [20], a boundary based detection method which 
uses the optical flow computation is presented. The solution is 
based on lines computation through gradient-based optical 
flow and edge detection. First, all edges are extrapolated into 
lines and those which are belonging to the background are 
then removed. The obstacles contours are extracted. Each 
obstacle is detected and tracked in order to make the approach 
robust to occlusions and interferences.  

A similar method that uses boundary as a feature, but 
finds a probabilistic model it is proposed in [21]. A Bayesian 
classifier is used for image local motion representation and 
classification. It uses two basic models: translation motion 
and motion contours. The motion contours are defined by a 

non-linear generative model which contains the contour 
orientation, the speed on both sides, the movement of 
occlusive edge in time and the appearance/disappearance of 
the contour pixels. The a-posteriori probability density 
function over the model parameters is computed and 
propagated in time with a specific filtering algorithm. 

A combination of region-based and boundary based 
methods it is also possible. In [22, 23], [16] the ideas are 
evenly merged taking the advantages from both and trying to 
remove the disadvantages as much as possible in order to 
obtain a robust solution. The obstacle detection approaches 
can also be classified in techniques for detecting fast obstacles 
and techniques for detecting slow obstacles. It is proven that 
the slower obstacles’ segmentation is more difficult. 

An object is moving if its scene position is changing in 
time. Given a traffic scene, an object is moving if it changes 
its relative position in relation with other objects between two 
different well defined timestamps. Based on these 
assumptions, we have to find the image points that are 
moving between two consecutive frames. Every video 
sequence contains multiple image frames, each frame with its 
recorded timestamp. In order to detect the obstacles that have 
a relative motion, we can compare the two successive frames 
and analyze the difference between them. Our proposed 
solution is region based and uses the clustering of moving 
adjacent points by their characteristics for detecting the 
moving obstacles. 

 

III. SYSTEM ARCHITECTURE 

Road obstacle detection system architecture with all its 
component modules is depicted in Figure 1.  

 
Figure 1. Obstacle detection system architecture based on analysis of  

relative motion vectors 

 

IV. KEY-POINTS EXTRACTION 

The first step of the obstacle detection approach consists 
in key-points’ extraction and selection. An image contains a 
way too large number of pixels that could not be all 
considered for computing and analyzing the relative motion 
across frames. Due to this fact we have to make a selection of 
pixels that will be considered in further processing. Our 
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objective is to compute first the background movement 
between each two consecutive frames. 

The key-points may be extracted by selecting those pixels 
with specific robust features that can be easily tracked across 
frames (e.g. SIFT features). There will be many key-points on 
textured surfaces and almost no point on uniform color 
surfaces (which usually appears on both background 
composition and people clothes). This may lead to a very 
difficult background movement estimation due to the lack of 
key-points. 

The idea for selecting the key-points is the usage of a 
uniform grid which doesn’t take into account the local 
features. Its granularity is   described by the following 

equation: 
 

 
*W H

N
    (1) 

 
where W and H are the image width and height and N is a 
parameter that specifies the total number of key-points that is 
considered. 

In Figure 2 the difference between considering the key-
points based on SIFT features and the uniform grid key-points 
is shown. A remark is that the number of SIFT based key-
points is very low on the uniform textured areas. 

 

 
a) 

 

 
b) 

Figure 2. Key-points’ selection – with red dots: a) SIFT features based;  

b) uniform grid based. 

 
 

The number of considered key-points is very important. If 
we choose a very high number then the further processing 
time could be too high and inacceptable. In the opposite 
situation, when the number of key-points is very low, the 
obstacles detection by means of relative motion could be very 
difficult. A solution of compromise between performance and 
execution time is to set about N=1500 key-points for  
low-medium resolution video images (352x288 pixels). 

 

V. KEY-POINTS TRACKING 

The next step in our algorithm consists in the computation 
of each key-point movement in sequences of consecutive 
frames. It means that knowing the position of each key-point 
in the current frame, we would like to find the position of the 
same key-point in the next frame. This could be achieved by 
computing the optical flow which represents the pattern of 
apparent motion of scene elements caused by the relative 
motion between the camera and the scene. It is computed by 
considering that the intensity of a scene point stays constant 
even if its position is changed from one frame to another: 

 

 x yI(x, y,t) = I(x+v (x, y), y +v (x, y), t +1)   (2) 

 
Using a first order Taylor approximation we obtain: 
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I(x, y,t +1) = I (x, y,t)v (x, y,t) + 
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


  (3) 

 
The solution of the equation above represents the optical 

flow. Having a single equation with two unknown variables, 
supplementary constraints must be added. Lucas-Kanade 
algorithm assumes that the optical flow and the illumination 
are constant in each key-point and also in a window around 
that point. The solution of the equation is found by using the 
least squares method: 
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  (4) 

  
The stability of this method is given by the matrix ATA 

(where A is the system matrix of the above equations set). If it 
doesn’t have two eigenvalues high enough, the system could 
not be solved. This condition is equivalent with the existence 
of some edges on two orthogonal directions in the considered 
neighborhood window. 

Optical flow vectors computation using Lucas-Kanade 
algorithm is depicted in Figure 3. They are characterized by 
their magnitude and motion angle. These two values are 
further used for finding and grouping the obstacles’ points 
and for removing the noise. If P1(x1i,y1i) is a point in the 
previous frame and P2(x2i,y2i) is the correspondent in the 
current frame, then the optical flow features are computed 
using the following formulas: 

 



 
a) 

 
b) 

 

 
c) 

Figure 3. Sample of computed optical flow vectors: a) previous frame;  

b) current frame; c) motion vectors on the current frame 
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where (1,2)iD and (1,2)i
 are the motion magnitude and 

respectively the motion angle of the optical flow vector. 
 

VI. BACKGROUND MOVEMENT ESTIMATION 

In the previous section we described the individual motion 
of every key-point. Now, we have to extract only those points 

that moved more or less than the general scene background 
movement. These key-points that have a different motion than 
the background are considered to be obstacle point 
candidates. 

General background movement refers to all the pixels 
motion that are not obstacle pixels. Considering a point P1 in 
the previous frame and applying the general background 
movement rule H we can estimate the location in the current 
frame as being the point P2est (assuming that it is a 
background pixel). A transformation rule H is correct if the 
location difference between the estimated location P2est and 
the real location P2 is as small as possible. 

We have to compute the transformation matrix H that is 
used for estimating the background pixels locations in the 
current frame knowing the previous frame: 
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The location estimation error is computed with the 
following equation (using Manhattan distance): 
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If the error E is greater than an empirically chosen 

threshold then we assume that the point doesn’t respect the 
general background movement meaning that it has its own 
movement and being considered as an obstacle point 
candidate. 

We use a RANSAC approach for computing the 
transformation matrix parameters from equation (8). The 
input data set consists in pairs of key-points locations from 
previous frame and the corresponding locations in the current 
frame computed with the optical flow. 
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The algorithm has several iterations. In every iteration it 

randomly selects pairs of corresponding points, computes the 
matrix H and the associated total error E. After N iterations 
we select the matrix H with the lowest error E. The matrix H 
has six parameters. With a pair of corresponding points, a set 
of two equations can be written: 
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At each iteration, three random pairs of corresponding 

points must be taken in order to deterministically find the 
parameters of matrix H that defines the general background 
movement. According to equation (7) the error is computed 
for each point. We set two thresholds: a low one Tl and a high 
one Th. If the error is below the low threshold then the point 
belongs to background. If the error is above the high threshold 
then it is considered as being noise. An obstacle point is 
found if the corresponding movement error is between Tl and 
Th: 

 

 l hT E T    (10) 



We empirically set the values Tl=4 and Th=30 pixels. A 
sample of optical flow vectors that are assigned to obstacles is 
depicted in Figure 4. 

 

 
 

Figure 4. Sample of optical flow vectors assigned to obstacles –  

with red arrows 

 

VII. CANDIDATE MOTION VECTORS CLUSTERING IN VALID 

OBSTACLES 

In this section, we present our proposed method for 
clustering the motion vectors in separate obstacles. After 
removing the background key-points, the remaining ones are 
clustered together starting from the minimum feature distance 
to the maximum feature distance between them. We use a 
hierarchical clustering algorithm which merges elements 
based on a specific feature similarity. This is an iterative 
approach. Initially, each point is assigned to a different class. 
At each iteration, two or more classes are merged together in 
a new class. The merging process will continue until the 
minimum distance between every two classes is greater than a 
predefined threshold. 

Feature similarity computation is relatively easy. It will be 
computed between every two candidate obstacle points, 
taking into account the location, the magnitude and angle of 
their optical flow vectors. The first iteration is trivially and 
consists in merging every pair of two points which are the 
closest in a new class. After this step, we have to re-compute 
the distance from the other classes to this new class and so on. 
There are several possibilities for defining the distance 
between classes. We define the distance between two classes 
as being the minimum distance between any pair of points 
(one from the first class and the other from the second class). 

We propose a two-step clustering: in the first one we 
cluster the motion vectors based only on their location. The 
distance between a pair of motion vectors is defined as the 
Euclidean distance between their origins. A threshold must be 
set in order to obtain good obstacle clusters. In the case of 
having N=1500 key-points, in an image with medium 
resolution (352x288 pixels), the threshold T that defines the 
maximum allowable distance between two classes that could 
be merged is set to T=20 pixels.  

It isn’t enough for a good clustering to take into account 
only the location feature. There may appear many kind of 
errors both in the optical flow computation and background 
subtraction. In order to remove these errors we have to extract 
the common member features within each cluster and to 
remove those instances that differ. A common feature for all 
the points belonging to the same object is the angle of the 
motion vectors. Another common feature is the magnitude of 
the motion vectors. Within each class, the points should have 

approximately the same motion angle and magnitude. We 
propose a histogram based approach in order to filter out the 
spurious points in each obstacle class. 

We compute a bi-dimensional histogram: magnitude-
angle histogram. The maximum value from this histogram is 
then extracted and the pair (magnitude, angle) corresponding 
to this maximum is considered as being the reference  
(Magnclass, Angleclass) for that obstacle motion vectors cluster. 
All the other points i, with corresponding motion vectors that 
differ in magnitude or angle than the reference are filtered 
out. The differences (Emagn,i and Eangle,i) are computed with the 
Manhattan distance: 
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We set two empirical thresholds Tmagn=5 pixels and 

Tangle=45º on the previously computed errors. A point is 
filtered out if at least one of the following conditions is true: 
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In the case of the motion vectors angle, a higher value 

than 45º may also be set for the threshold Tangle due to the fact 
that if an obstacle is closer to the camera and moving with 
high speed, there may appear motion vectors with a slight 
different angle on its surface (see Figure 5). 

 

 
Figure 5. Differences in motion vectors angles (highlighted with blue 

arrows) of the same obstacle 

 
After removing the spurious points, we re-apply the 

clustering procedure. This is necessarily for ensuring that 
there aren’t clusters having the within members distance 
greater than the maximum admitted distance. Such a case is 
depicted in Figure 6. 

 
Figure 6. Three motion vectors with their magnitudes and angles 

corresponding to the points A, B and C 



In the first iteration, the points A, B and C are grouped 
together in the same cluster. Suppose that in the filtering 
procedure, the point B is removed. The minimum distance 
between A and C is now greater than the allowed distance. 
The re-clustering will solve this problem and split the points 
A and C in two separate classes. 

The resulting obstacle key-points cluster set may contain 
instances with very small number of points. These are 
considered to be noise and must be removed. We set a 
threshold Tpoints=10 representing the minimum number of key-
points that defines a valid obstacle i, according to the 
following condition: 
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VIII. IMMINENT COLLSION OBSTACLE CLASSIFICATION 

The resulting valid obstacles are going to be classified by 
their possible imminent collision degree. It is difficult to 
define a general rule. We take into account the obstacle 
position relative to the camera, defining the following cases: 

 The obstacle is approaching the camera with a high 
risk of imminent collision 

 The obstacle is either approaching to or departing 
from the camera with low risk of imminent collision 

First, we have to define the obstacle position. Basically it 
may be considered as being its center of mass (xcenter, ycenter). 
We define the obstacle area as a bounding rectangle  
(xmin, xmax, ymin, ymax) circumscribed to its key-points. In our 
monocular vision, taking into account the perspective view, 
the lower part of the obstacle that appears closer to the camera 
has to be considered for evaluating the imminent collision 
risk. The obstacle center is defined as follows: 
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Scene elements that are relatively further away from the 

camera don’t represent danger, the imminent collision risk 
being minimal. The scene image is divided in three equal 
sections, the lowest image part (see Figure 7) being the region 
with the highest risk of imminent collision. An obstacle is 
considered to be in this part if the following inequality is true: 
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Figure 7. High risk of imminent collision area – with red dots 

The obstacle may enter in the high risk collision area but 
there might be no imminent collision. The most critical point 
is the one marked in Figure 7 with an “x” situated on the last 
line in the middle of the image. We use the motion vector of 
the entire object to determine if it is or not a dangerous object. 
We also compute the reference critical direction for each 
obstacle as being the segment that connects the most critical 
point to the center of the obstacle. If the obstacle’s motion 
vector has a small angular deviation from the reference 
critical direction then it is consider a critical one. An angular 
deviation threshold Tangdev=15º is set for taking this decision. 
An obstacle i is inside the critical angle section if the 
following condition is accomplished: 

 

( ) ( )i angdevAngle Obstacle Angle CriticalDir T    (16) 

 

 
Figure 8. Sample of motion angle range with high risk of imminent collision 

(red dots area), around the reference critical direction (red vector) 

 

IX. EXPERIMENTAL RESULTS 

In this section we present the results of moving obstacles 
detection based on the relative motion analysis. There are two 
major situations:  

 The camera is fixed and the obstacles are moving 

 The camera is moving and the obstacles are either 
moving or fixed 

We evaluated the system on two video sequences 
containing more than one thousand frames from different 
traffic scenarios. The images resolution is 352x288 pixels and 
the parameters of the algorithms are those specified in 
previous sections. The entire system is performing real-time 
at about 20fps on an Intel® Core™ i5-3210M processor 
(2.5GHz frequency). The obstacle detection results were 
evaluated in terms of true positive rate and false positive rate 
and are presented in Table I. 

TABLE I.  RELATIVE MOVING OBSTACLE DETECTION ACCURACY 

 
True positive 

rate 
False positive 

rate 

Sequence 1 (1550 frames) 76% 0% 

Sequence 2 (1550 frames) 87% 2% 

OVERALL 81.5% 1% 

 
In the first video sequence, the camera was fixed and the 

scene obstacles were moving. In the second sequence the 
camera was either fixed or moving and the obstacles were 
either stationary or moving. Samples of obstacle detection 
results are shown in Figure 9 and Figure 10. 
 



  

    
 

    
Figure 9. Detection of moving obstacles in sequence #1 (static camera and moving obstacles) 

 
 

  
Figure 10. Obstacles detection in sequence #2  

(left – moving camera, moving obstacle; right – moving camera, stationary obstacle) 
 

 

X. CONCLUSIONS 

We proposed and implemented a novel approach for road 
obstacle detection based on their relative motion vectors 
analysis. The color image sequences offered us the possibility 
of obtaining accurate motion vectors between frames using 
the Lucas-Kanade optical flow algorithm. They were 
computed in key-points locations uniformly distributed in a 
grid-like structure. This configuration, in comparison with 
SIFT points, has the advantage that the key-points exist even 
on the uniform colored and textured areas with the possibility 
of computing the motion vectors.  

We determined the background general movement by 
proposing a robust RANSAC approach on the previously 
computed motion vectors. The motion vectors that belong to 
the background are then filtered out. With the remaining ones, 
a novel two-step clustering first on location and then on 
magnitude and angle are applied for grouping them in 
separate obstacles. A filtering is also used for removing 
spurious clusters (obstacles). Finally, we also defined a 
procedure for determining if there is an imminent collision 
with a detected obstacle and issue a warning in this situation.  

The system is performing real-time and the results show 
good true positive rate (of finding the real scene obstacles) 
and very low false positive rate (of finding obstacles in 
locations where there is no real obstacle). 
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