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Abstract-This paper proposes a new approach for distributed 
system testing and repairing using mobile hardware agents. This 
way, we obtain a networked reconfigurable system which does not 
need human intervention for maintenance and testing. The pro-
posed architecture is flexible and re-programmable. 

I.  INTRODUCTION 

Our times see the continuation of an exponential develop-
ment in computer science and microelectronics, constant 
growth of systems’ integration level, miniaturization and the 
development of increasingly complex and larger scale inte-
grated digital systems. These advances, as well as the devel-
opment of electronics used in heterogeneous systems, require 
new testing and fault elimination methods. 

For these systems, classic and local testing and repair does 
not produce results at overall system level, due to the very 
large number of elementary subsystems and their heterogene-
ous nature. On the other hand, a distributed, decentralized solu-
tion is much easier to design, implement, maintain and utilize 
[2]. 

The growth of microelectronics integration level has 
brought, besides benefits, also the multiplication of the tran-
sient and permanent faults, a fact that led to a decrease in relia-
bility. Of course, there are many old and acknowledged solu-
tions for counteracting this problem, but most of them require 
human intervention, or at least the intervention of an external 
factor. 

II.  AGENTS 

An agent is a piece of software capable of independent exis-
tence within an environment provided for it, is able to commu-
nicate with other entities, to unaidedly accomplish the work 
assigned to it and also to travel between geographically sepa-
rate locations in its environment. It is an independent, mobile 
program capable of functioning for task execution in a flexible 
manner and in continuously changing surroundings. 

Any entity that perceives its environment using sensors and 
takes action modifying those surroundings using actuators can 
be considered an agent. 

A seemingly complete definition was given by J. Ferber 
(1989): “A real or abstract entity that is able to act on itself and 
its environment; which has partial representation of its envi-
ronment; which can, in a multi-agent universe, communicate 
with other agents; and whose behavior is a result of its observa-
tions, its knowledge, and its interactions with the other agents.” 
[1]. 

Distributed systems, especially ones consisting of a large 
number of modules or those distributed over a wide geographi-
cal area, are easier to monitor, test and maintain with the help 
of such agents.  

The agents travel from device to device, try to detect and re-
pair errors, either by themselves or with the help of other 
agents or a central database. They can also gather “experience” 
through their work. 

III.  RECONFIGURABLE SYSTEM 

This article focuses on the use of reconfigurable systems and 
tries to find a viable and cost efficient solution for the imple-
mentation of such systems. Hardware self-maintenance is a 
relatively new method and implies that the defective device or 
the device that is about to be out of order “takes notice” and 
recovers from this state. Usually, this can be realized through a 
surplus or a duplication of the present functions, in hardware, 
and through the use of local software or the use of decision 
electronics for testing and/or deactivating the defective part and 
reallocating the tasks to the spare part of the device.  

There are many solutions for the decision logic and the re-
placement of the tasks. For example, if the functionality is im-
plemented in an FPGA, in case of a fault, an unused part of the 
matrix can be reconfigured, taking over the functionality of the 
defective part [3,4]. For better results, one can use a method for 
detecting the faulty parts which is similar to the human im-
mune system: the cells found to be defective are replaced with 
spare ones that take over their functions [5]. 

In our research, we tried to achieve this by reconfiguring an 
entire FPGA in case a critical part of the system is found to be 
defective. 

IV.  EXPERIMENTAL SETUP 

In this section we present the experimental setup of a simple 
reconfigurable system. The prototype we built is oriented to-
wards a networked infrastructure and is essentially aimed at 
exploring a particular architectural pattern based on a centra-
lized agent host (a personal computer) and two low-end peri-
pheral nodes with reconfigurable capabilities. This organiza-
tion is representative for a large class of distributed systems 
and could be used to model, for example, a distributed control 
application. We used two XUP V2P Xilinx FPGA boards 
which communicate with each other and with the computer 
through a wireless interface using Wi-Fi modules. 

 



 

 

 
Figure 1. Experimental Setup 

 
One of the boards is programmed to act as a microprocessor 

in charge of controlling a process. This part has a high impor-
tance in our experimental system, because if this microproces-
sor is defective, the entire system is unable to correctly execute 
its tasks.  

The other FPGA board is programmed to act as a video 
board for displaying the parameters of the controlled process. 
This is the part of the system that we can give up in case we 
need a programmable spare. 

The computer is the supervisor and, collaborating with the 
agents, verifies periodically if the two other components are 
working without any faults. In fact, the supervisor waits for a 
message from the mobile agent that “lets it know” whether the 
two other parts of the systems don’t work correctly. Also, it is 
continuously backing up the microprocessor’s state. The mo-
bile hardware agent scheme was introduced in the project for 
pushing the concept of testing and repairing using mobile 
agents to the hardware level. 

The program that tests the correct functionality of the two 
programmable parts of the system is a mobile hardware agent. 
Through a wrapper, it uploads its code to the microprocessor 
board and to the display controller board in order to check their 
behavior. The agent runs a series of test routines to see if the 
two parts produce the expected data output. If not, it sends a 
notice message to the supervisor which will send the required 
bitstream to reprogram the FPGAs.  

 
Figure 2. Hardware agent running the tests 

 

 
Figure 3. Reconfigured System Structure 

 
If the display board is not working properly, the entire sys-

tem can execute its tasks without any immediate intervention, 
but, if the microprocessor is damaged, the process is endan-
gered. At this point, the entire system is reconfigured, repro-
gramming the video board to act as an identical backup micro-
processor. This new microprocessor has the last valid values of 
the old one written in its registers, for controlling the process. 
The old microprocessor is no longer used and the one the su-
pervisor has just programmed takes its place in the system. 

The experimental setup proves that the concept can be im-
plemented and can be used to solve problem situations without 
needing human intervention. 

V.  CONCLUSIONS 

In this paper, we analyzed how the innovative aspects of re-
configurable systems technology and hardware agents can be 
exploited to implement efficient and new test and repair strate-
gies. 

Our experimental proof of concept setup uses a personal 
computer as supervisor and reconfiguration manager for the 
hardware agents and reconfigurable systems, but the use of 
another FPGA board for this job is planned. The possibility of 
programming the FPGA boards wirelessly is a solution that 
will be a great improvement of the design. Currently, we send 
the bitstream through the boards’ JTAG ports, this being a ma-
jor drawback. 
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