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Abstract— Deep convolutional neural networks, have gained a 

lot popularity in medical research due to their impressive results 

in detection, prediction and classification. Analysis of panoramic 

dental radiographies help specialists observe problems in poor 

visibility areas, inside the buccal cavity or in hard to reach areas. 

However, poor image quality or fatigue can cause the diagnosis to 

vary, which can ultimately hinder the treatment.  In this paper we 

propose a novel approach of automatic teeth detection and dental 

problem classification using panoramic X-Ray images which can 

aid the medical staff in making decisions regarding the correct 

diagnosis. For this endeavor panoramic radiographies were 

collected from three dental clinics and annotated, highlighting 14 

different dental issues that can appear. A CNN was trained using 

the annotated data for obtaining semantic segmentation 

information. Next, multiple image processing operations were 

performed for segmenting and refining the bounding boxes 

corresponding to the teeth detections. Finally, each tooth instance 

was labeled and the problem affecting it was identified using a 

histogram-based majority voting within the detected region of 

interest. The implemented solution was evaluated with respect to 

several metrics like intersection over union for the semantic 

segmentation and accuracy, precision, recall and F1-score for the 

generated bounding box detections. The results were compared 

qualitatively with the data obtained from other approaches 

illustrating the superiority of the proposed solution. 
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I.  INTRODUCTION  

In recent years, medical imaging technologies such as 
computed tomography (CT) or X-rays have aided the treatment 
and diagnosis of different diseases [1].  In the field of dentistry, 
dental informatics is an emergent field, which, in addition to 
helping improve the treatment and diagnosis process, saves time 
and reduces stress during the daily routine [2].  The use of high-
resolution imaging sensors and biosensors has led to the 
generation of massive amounts of data, which can be interpreted 
by computer programs that can help dental professionals in 
making decisions related to prevention, diagnosis or treatment 
planning, among others [3]. Radiographies are obtained by the 
passage of X-rays, produced by an X-Ray generator, through the 
oral cavity. Radiation can be absorbed by some tissues, or it can 
pass through the patient being absorbed by a detector. This 

process is called projective radiography and it generates two-
dimensional images which represents internal structures of the 
human body [4]. Dental radiographies can be classified in two 
categories: intraoral where the film is positioned inside the 
buccal cavity, and extraoral where the patient is positioned 
between the source that emanates X-rays and the radiographic 
film. Most common types of dental X-rays are bitewing, 
periapical, which are intraoral, and panoramic which is 
extraoral. 

 A panoramic dental radiography shows the entire mouth 
area where all the teeth can be seen. It also shows the jaws and 
the skull thus giving the dentist an overview about the patient’s 
problems. The panoramic dental radiography is used by dentists 
to observe problems in hard-to-reach areas or with a poor 
visibility inside the buccal cavity. The interpretation of the 
radiography is done manually by the dentist, who identifies each 
tooth and the existing problem where appropriate. However, if 
the X-ray radiography is not clear it can cause problems when 
analyzed and thus lead to misinterpretation.  

Convolutional Neural Networks (CNN) are the preferred 
solutions for medical imaging analysis, and have been employed 
in many clinical fields [5][6].  

Some successful applications in which CNNs have been 
applied include the assessment of breast cancer in mammograms 
[7], skin cancer in clinical skin screenings [8] or recognition of 
hepatocellular carcinoma areas from ultrasound images [9]. In 
the field of dentistry CNNs have been applied to detect 
periodontal bone loss [10], carries [11] apical lesions [12]. 
CNNs can also be used to detect different structures, classify 
them and segment them [13]. When using supervised learning, 
Neural Networks need to be trained and optimized on an image 
database in order to obtain an accurate result. 

In this paper we propose a deep learning solution that helps 
dentists make the correct diagnosis using panoramic dental X-
rays images.  The main contributions of the paper are illustrated 
bellow: 

• We manually annotate panoramic radiographies in 
order to train the semantic segmentation CNN 

• We segment semantically the panoramic X-Ray 
image, for 15 semantic classes depicting different 
dental problems, using a CNN 



• We detect and label each tooth or group of teeth 
(depending on the scenario) and the dental problem 
affecting it using multiple image processing 
techniques 

• We implement a refinement method, in order to 
eliminate small inconsistencies 

• We evaluate and compare the proposed solution, 
with other CNNs created for the same task. 

The rest of the paper is, organized as follows: in section II 
we discuss about Related work. Section III contains details about 
system pipeline and the implementation. The experimental 
results and evaluation are discussed in section IV. Section V 
concludes the paper. 

II. RELATED WORK 

In the field of dental informatics there are many approaches 
developed for teeth segmentation using different types of 
radiographic images such as bitewing, periapical and panoramic 
images. In [14] the authors provide a comparative analysis of 10 
segmentation methods applied in dental imaging. The presented 
solutions are grouped in five categories and they were evaluated 
and classified according to the following metrics: Accuracy, 
Specificity, Precision, Recall and F1-score.  Unfortunately, none 
of these 10 segmentation methods was able to completely isolate 
the teeth due to bone parts present inside the buccal cavity. The 
authors in [15] proposed a method for teeth instance 
segmentation in panoramic images using a mask region-based 
convolution neural network in order to accomplish instance 
segmentation. After using Resnet-101 to extract features, a 
feature pyramid network (FPN) is built where anchors are 
defined and region of interest are extracted. The FPN and the 
anchors form the region proposal network (RPN). After this step 
the regions of interest are aligned in order to have the same size. 
Furthermore, each feature is classified as a tooth or background 
and then it is localized by the bounding box coordinates.  Finally, 
in the last step the tooth is segmented and a bounding box is 
drawn around it. The drawback of this method is that it focuses 
only on the detection of teeth leaving aside other types of 
problems such as dentures and regions where teeth are missing.  

The work presented in [16] presents a deep neural transfer 
network which detects periodontal bone loss (PBL) on 
panoramic dental radiographs, called DeNTNet. The detection 
process involves the training of several convolutional neural 
networks. Firstly, a segmentation network is trained in order to 
extract the teeth from the desired region of interest, then 
secondly a segmentation network was trained to predict the 
periodontal bone loss lesions. These two networks are 
constructed on an encoder-decoder architecture and using the 
encoder part of the lesion segmentation network as a pre-trained 
model, a classification network is built in order to predict the 
existence of PBL in each tooth. For a performance improvement 
a classification network is also trained for detecting PBL for 
premolar and molar teeth. In the end, these two classification 
networks are connected to make the final prediction. This 
solution achieves good values in terms of performance measure 
indicators compared with human competitors. An advantage of 
DeNTNet is that it provides the corresponding teeth numbers 
which are affected by periodontal bone loss according to dental 
federation notation, but the disadvantage of this solution is that 
it detects only this dental problem. 

The authors in [17] proposed a solution to identify a person 
after death by comparing a postmortem dental radiograph with a 
database of antemortem dental radiographs according to some 
specific features. The extracted feature which is proposed in this 
solution is the teeth contour because it remains invariant over 
time compared with other features. This step is achieved by 
radiograph segmentation and contour extraction. The 
segmentation process consists of two steps. First step, the gap 
valley detection is done by using projections for each jaw on the 
x axis and y axis. Due to the fact that teeth have a higher gray 
level intensity than jaws, a gap between upper and lower teeth 
will form a valley in the y-axis projection histogram which is 
called gap valley. The second step is done by determining a 
curve (separates upper and lower teeth) that defines the 
boundary of each row teeth and perpendicular lines are drawn 
on the curve determining a ROI (region of interest) for teeth. 
Based on the segmentation output an enclosing rectangle is 
constructed for each tooth. Contour extraction is done by crown 
contour extraction and root contour extraction, process achieved 
using image processing algorithms and Bayes probability rule. 
The results of this solution are good for a relatively small image 
database, however human intervention is required to initialize 
the algorithm parameters and correct the errors that occur.  
 Zhang et al. [18] applied a deep learning approach in order 
to detect and classify teeth of dental periapical radiographs. The 
combination of faster R-CNN and region based fully 
convolutional neural networks (R-FCN) were used to identify 
problems such as tooth loss, decayed tooth and filled tooth, 
which frequently appear on patients.  

An approach that is engineering features and feeding them in 
a multi-layer perceptron neural network with the purpose of 
identifying dental caries is presented in [19]. In the paper 
presented in [20] the authors use two multi-sized CNN models 
for the task of detecting and classifying teeth in dental 
panoramic radiographs for the automatic structured filing of the 
dental charts. The object detection network using a four-fold 
cross-validation method achieves a high accuracy on the testing 
dataset. The method however, is only focused on detecting the 
teeth not classifying the problems from which each of them 
suffers. In the paper [21] Fukuda et. al. uses CNNs for detecting 
the vertical root fracture (VRF) on panoramic radiographies. 
The used CNN was built using DetectNet with DIGITS version 
5.0, and fivefold cross-validation was performed in order to 
increase the model reliability.  

Our paper builds upon the state of the art by proposing a 
novel segmentation and classification method using a semantic 
segmentation CNN and multiple image processing techniques, 
which are applied on panoramic X-Ray images. Each tooth is 
labeled and segmented and the main problem that is affecting it 
is determined.  

 
Figure 1. Main components of the processing pipeline. 



III. PROPOSED SOLUTION 

In this section the main contributions of this paper will be 
explained in more detail. The panoramic X-ray radiographies, 
used in this study, were obtained from three different dental 
clinics. The images contained various tooth problems such as 
restorations, dental implants, dentures and others. The main 
modules of the processing pipeline are presented in Figure 1.  

A. Image Preparation 

In this stage all of the images were cropped in order to 
remove any name that was present on the radiography and then 
they were renamed thus anonymizing the identity of the people. 
Afterwards, the images were resized to the dimensions of 
2048x1024 pixels. The next step was annotating at pixel level 
all these images with 14 different classes each class 
corresponding to a specific tooth problem and another one for 
background, summing 15 classes in total. From the original 
dataset that contains approximatively 2000 images, 1000 images 
were selected and annotated for semantic segmentation. The 
selected semantic classes are: healthy tooth, missing tooth, 
dental restoration, implant, fixed prosthetics work, mobile 
prosthetics work (dentures), root canal device, fixed prosthetic 
work and root canal device, fixed prosthetic work and implant, 
fixed prosthetic work and devitalized tooth, devitalized tooth 
and restoration, dental inclusion, polished tooth, another 
problem and background. The last step in this stage was 
generating the corresponding labels for these classes. 

 Labels have values between 0 and 13 for the dental issues 
and 255 for background. The label images are represented as 
grayscale images, to conserve storage space. The graphical 
depiction of the preparation process is displayed in Figure 2. 

B. Semantic Segmentation 

The semantic segmentation of the X-Ray radiographies was 
performed using the ERFNet [22] neural network model. 
ERFNet stands for Efficient Residual Factorized Convolutional 
Network and it represents a convolutional neural network 
which performs real-time semantic segmentation. The neural 
network is built on encoder-decoder architecture, having a total 
of 23 layers. The first sixteen layers form the encoder and the 
last seven the decoder. The network uses residual functions in 
order to significantly reduce the degradation problem and 1D 
convolutions (non-bottleneck-1D design) to increase the 
computational efficiency thus obtaining a good trade-off 
between efficiency and speed. Others mechanism used to 
achieve this trade-off are the use of Dropout technique for 
avoiding the phenomenon of overfitting and the Batch 
Normalization technique to increase the speed, performance 
and the stability of the convolutional neural network. 

The non-bottleneck design for residual functions was 
originally proposed in [23] and it uses two 3x3 convolutions 
with a ReLU activation function between the convolutions. As 
demonstrated in [24], any 2D filter can be represented as a 
combination of 1D filters so in the ERFNet the non-bottleneck 
design was rewritten using four 1D convolutions as follows: 
3x1, 1x3, 3x1 and 1x3, using ReLU as activation function. This 
new design for the residual was named non-bottleneck-1D and 
it improves the neural network efficiency. 

To extract features from the image the first step is 
downscaling the image. The down sampler block performs 
down sampling by uniting the parallel outputs of a single 3x3 
convolution and a Max Pooling module. The activation function 
used is ReLU. After the feature extraction process is finished 
the image must be reconstructed from feature maps. The up-
sampler block uses simple deconvolution layers instead Max 
un-pooling operation for the up sampling, the main advantage 
of this method being the fact that it is not necessary to share the 
pooling indexes from the encoder. Also, the deconvolution 
simplifies memory and computation requirements. 

Before training the neural network, the initial classes 
weights must be computed. The equation responsible for 
computing the weights was initially proposed in [25] and 
adapted by the authors in [26] with a slightly difference for the 
c hyper-parameter value. 
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In equation (1) c represents an additional hyper-parameter 
which, for ERFNet, is set to 1.10, ������  represents the 
frequency of the pixels of the dataset.  

The weights must be computed for both encoder and 
decoder. The difference in the calculation of the weights is 
made by the fact that for the encoder the calculations are made 
on images with a resolution of 128 x 64 pixels and for decoder 
the images resolution is 1024 x 512 pixels. The difference in 
images resolution is a downscaling factor of 8. Due to the 
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Figure 2. The data preparation process. In figure a, the 
cropped radiography is shown, figure b is the annotated 
ground truth image, each color representing a certain 
specific semantic class and c represents the label image. 



downscaling process some shapes are changing their forms 
causing differences in pixel frequencies and so we will have 
different weights values for the encoder and decoder. The 
results of the image segmentation using this CNN model are 
depicted in Figure 3.  

C. Tooth Detection 

A common problem which can appear in panoramic dental 
radiographies is the overlapping of teeth. This issue may occur 
because the dental X-Ray was not done properly or because the 
persons teeth are very close to each other, a phenomenon which 
is caused by the natural change in a person’s dentition (the 
transition of primary teeth to permanent teeth). This situation 
can cause inaccurate tooth segmentation leading to the 
inconvenient case of seeing two or more teeth grouped as one 
instance. In this section we present a set steps that are applied 
on the semantic segmentation image, which are necessary for 
separating the teeth, especially in the overlapping scenario.  

The first post-processing step consists in splitting the 
original segmented image in multiple images, equal to the 
number of classes, such that all teeth having the same semantic 
class are placed in the same image. Then, each image is 
binarized using a threshold value equal to the semantic class 
color for that specific image, such the background will be white 
and the foreground containing the teeth, dentures, implants and 
so on will have a black color. This process is graphically 
depicted in Figure 4.  

The next step consists in using morphological on the 
obtained binary images, operations for some semantic classes, 
in order to better separate the teeth. To achieve this, the erosion 
operation was used in order to separate objects that are 
connected through unwanted edges. Two types of structural 
elements were applied, either combined or alone, a 5x5 element 
and one having a 15x1 dimension. Different structural elements 
were used in different scenarios, since there are situations in 
which a certain problem can contain multiple united teeth, like 
in the case of fixed prosthetics work, that causes a bridge to be 
formed between the teeth which does not need to be eliminated.  
The morphological operations were applied to different classes 
as follows: for the classes healthy tooth and dental restoration 

three consecutive erosion operations are performed, two with a 
5x5 kernel and one with 15x1 kernel; for the semantic classes 
missing tooth, implant, fixed prosthetic work, mobile prosthetic 
work and polished tooth we have not applied any morphological 
operations; and finally for the remaining classes two 
consecutive erosion operations are performed using a 5x5 
structural element.  

In the final part of this processing stage, a two-step labeling 
algorithm [27] was used to identify each object from each 
binary image, assigning to it a unique numeric label. Finally, 
the coordinates of the bounding box of each tooth, or dental 
problem (depending on the scenario) is computed for each 
instance from label images. The coordinates of the bounding 
boxes are computed as the minimum and maximum pixel 
coordinates for each label   

D. Refinement and Classification 

In the refinement step, all the previously detected bounding 
boxes are re-evaluated, and the boxes having an area smaller 
than a predefined threshold T, equal to 600 pixels in our 
application, are removed. These regions, usually correspond to 
small inconsistencies caused by semantic segmentation errors. 

The classification procedure is done using a majority voting 
algorithm. The previously detected bounding boxes are 
projected onto the semantic segmentation image. A histogram 
having the length equal to the number of semantic classes is 
initialized for each identified tooth. The region of interest, 
belonging to a detected tooth, is traversed and for each semantic 
class identified, different from the background, a vote is cast in 
the histogram on the position corresponding to that semantic 
class. Afterwards, we iterate through the histogram and we 
select the position of the semantic class having the maximum 
number of votes for the region of interest.  

This process is repeated for each tooth and a number is 
associated with a dental problem and drawn on the radiography. 
The teeth from the upper jaw are numbered first and then the 
teeth from the lower jaw. The numbering is done from left to 
right. For splitting the two jaws, a horizontal projection is made 
for all the pixels in the semantic segmentation image different 
from the background. The projection has a bimodal distribution, 
where one mode corresponds to the upper jaw and the other to 

 

 
Figure 3. The top image illustrates the original radiography. 
The bottom image shows the semantic segmentation result.  

 
Figure 4.  Segmentation of the teeth based on the semantic 
class and the binarization process of each segmentation image 



the lower jaw. The region having the lowest value between the 
two formed picks from the horizontal projection corresponds to 
the splitting region between the two jaws.  

The dental problem is not written onto the panoramic 
radiography in order not to overload the image. The processed 
panoramic radiography as well as the identified dental problems 
are written in a pdf report file, allowing the medical staff to 
easily review the patient’s data anytime they want. In Figure 5 
the results depicting the segmented teeth of a panoramic 
radiography are displayed. The different colors of the bounding 
boxes depict the different classes identified for each tooth. 

IV. EXPERIMENTAL RESULTS 

In this section we evaluate the results of the proposed 
solution with respect to two metrics accuracy and intersection 
over union. Furthermore, the proposed solution is compared 
with other alternative methods that solve the same problems. 
The system on which the method was tested contains an Intel 
i7-4720HQ CPU with 2.60 GHz and a NVIDIA GeForce 950M 
GPU. The solution was developed in python, and no hardware 
acceleration methods were used.  

A. Different comparison methods 

In addition to the proposed solution, two alternatives have 
been developed. The first method is similar to the proposed 
solution, the differences being represented by the fact that the 
segmented image is binarized using a global threshold and only 
one binary image is generated. In this solution an opening 
operation using a 17 X 3 structural element, followed by a 
dilation with 13 X 3 and another 17x3 erosion. The area based 
bounding box refinement step used a threshold T=175. The 
following steps containing the labeling process, the voting 
phase and the bounding box generation remain as in the 
proposed solution.  We will refer to this solution as Method 1. 

The second method uses YOLO9000 [28] for generating the 
tooth bounding boxes, ERFNet for dental problem 
classification and multiple post processing operations for 

refining the results. The YOLO algorithm uses a 0.5 confidence 
factor for detections and was modified such that it can detect 2 
classes, a tooth class and non-tooth class. The bounding boxes 
generated by the YOLO solutions are filtered, removing the 
ones that have an area smaller than 175 pixels. The semantic 
segmentation image is binarized using a global thresholding 
algorithm and one binary image is obtained. An erosion using a 
structural element of 17x3 is applied, followed by a 13x3 
dilation and another 17x3 erosion. Next, every bounding box 
generated by YOLO is overlapped on the binary image. An 
assumption is made that our object of interest should be the 
largest object within the bounding box generated by YOLO. 
The region covered by the bounding box is cropped and a two-
step labeling algorithm is applied on that region. The object 
having the largest area from the region of interest is extracted. 
In case the bounding box does not cover all the tooth, a region 
growing algorithm is used, starting from the already detected 
positions, and the whole tooth is associated to the bounding 
box. The voting phase and bounding box numbering remain the 
same as in the proposed solution. In the qualitative evaluation 
part this method will be referred to as Method 2. 

B. Qalitative Evaluation  

The original data set consists of 1000 annotated images 
images. We split these images in three according to the 
following proportions 70% training, 10% cross-validation and 
20% test. In order to cover unexpected scenarios that may arise 
and to make the proposed segmentation solution more robust, 
we augment the initial dataset. The augmentation methods used 
contain the following operations: Translations, Flip, Gaussian 
Noise, Gaussian Blur and Gamma Contrast. 

The CNN responsible for semantic segmentation was 
trained for 200 epochs, 100 epochs for encoder and 100 for 
decoder, using a learning rate of 5e-4 and batch size equal to 1. 
A small batch size was used because of the reduced capability 
of the GPU on which the model was trained. The intersection 
over union (2) obtained for the ERFNet on the test set is 
60.03%. In equation 2, TP, FP and FN represent the number of 
true positives, false positives and false negative values. 
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      The quality of the teeth detection was evaluated using the 
Accuracy, Precision, Recall and F1-score measures. The 
proposed solution together with other two methods were 
compared and evaluated on more than 200 ground truth images. 
The results are presented in Table I.  

TABLE I. Teeth segmentation results 
Method Metric 

Accuracy Precision Recall F1-score 

Proposed 

solution 

0.89 0.98 0.91 0.93 

Method 1 0.87 0.98 0.89 0.93 
Method 2 0.68 0.98 0.68 0.80 

 
The average running time of the proposed solution, as well as 
the running time of Method 1 and 2 are presented in Table II. 
Even though Method 1 has a better running time, the proposed 
solution outperforms it qualitatively.  

 

 
Figure 5.  Dental segmentation result of the proposed solution. 



   TABLE II. Running Time 
Method Metric 

Average Running Time(s) 

Proposed solution 60 
Method 1 50 
Method 2 800 

    In Figure 6 we illustrate the comparative results of the three 
methods on a complex scenario, where the patient has a missing 
tooth, a restoration, 2 healthy teeth, a fixed prosthetic work, 
fixed prosthetic work on a devitalized tooth, fixed prosthetic 
work and root crown device and 2 implants. As it can be seen 

the proposed solution is able segment accurately the teeth and 
identify the problems correctly. The other methods are not able 
to identify all the problems correctly. 

In Figure 7 another scenario is shown where the patient has a 
denture, 4 teeth with fixed prosthetic work and root crown 
device, fixed prosthetic work on the other teeth and on the 

a

 

b

 
c

 
d

 
Figure 6. a) the resulted semantic segmentation 

image; b) result of Method 1; c) result of Method 2; 
d) result of the proposed solution. 
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Figure 7. a) the resulted semantic segmentation image; b) 
result of Method 1; c) result of Method 2; d) result of the 

proposed solution. 



bottom jaw all the teeth are missing.  Method 1 is splitting the 
denture, incorrectly identifying two dentures, and is unable to 
detect the right fixed prosthetic work. Method two is only 
identifying the bottom missing teeth. The proposed solution is 
able to identify all dental problems from the presented scenario. 

V. CONCLUSION AND FUTURE WORK 

     This paper presented a novel teeth detection and dental 
problem classification approach using panoramic dental 
radiographies. For achieving the desired results images were 
collected from three different dental clinics and were annotated 
at pixel level, highlighting 14 different problems that can affect 
teeth. The annotated data was augmented using multiple 
operations, and a semantic segmentation CNN was trained 
using these images. Afterwards, the semantic segmentation 
image was binarized using multiple thresholds and a two-step 
labeling algorithm was used to detect each tooth instance. The 
bounding boxes corresponding to each instance are determined, 
and a refinement algorithm is applied in order to remove the 
regions that resulted from inconsistences in the semantic 
segmentation image. The bounding boxes of each instance is 
projected onto the semantic segmentation image and a 
histogram-based majority voting operation is performed in 
order to find the main semantic class of each tooth, which 
corresponds to the dental problem affecting the tooth. Each 
tooth or group of teeth, depending on the scenario, are 
numbered and a report containing the dental problems for each 
instance is generated aiding the medical staff in the diagnosis 
process. The implemented solution is evaluated using multiple 
metrics and compared to similar algorithms.   
         For future work, we aim to improve the running time of 
the proposed solution using hardware acceleration methods. 
Furthermore, we would like to increase the accuracy of the 
proposed solution and include more semantic classes. 
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