Increased Accuracy Stereo Approach for 3D Lane Detection
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Abstract

A new approach for the stereovision problem is presented, aiming to increase the accuracy of stereo reconstruction. The proposed method is edge-based and consists of the correlation of left and right contours, detected with sub-pixel accuracy. The steps of the stereo matching process are: segmentation of each contour into basic contours (strongly- and weakly-curved), detection of correspondences between left-right image basic contours, and computation with sub-pixel accuracy of the pairs of corresponding left-right edge points. By consequence, one achieves the highest correlation and 3D reconstruction accuracy. 3D lane detection, based on a clothoidal model, is evaluated with the proposed stereo algorithm on synthetic and real world images.

1 Introduction

A 3D point can be reconstructed using stereovision if its projections onto the left-right image planes are determined and the optics and geometry of the two cameras are known [1], [2]. Finding pairs of left-right image points that represent the same 3D point is called stereo matching. The stereo matching problem is the most difficult part of reconstruction by stereovision.

Several aspects of stereo matching should be discussed: what image features are considered, what methods are used to find the correspondent features, what accuracy is achieved in finding the correspondents, the real time performance etc.

The features selected for reconstruction are application specific: low-level (discrete image points) or high-level (edge segments or uniform image patches). High-level features are used less often because they impose strong constraints to the shape of the objects from the scene (ex. apriori known geometric shapes [3]). Most approaches use discrete image points for reconstruction. Some perform full image reconstruction, called dense stereo, usually on scenes with rich textures [4], [5], [6]. In [7] only image points adjacent to vertical image structures are reconstructed. A real time stereo reconstruction system that reconstructs edge points placed on vertical and oblique edges is presented in [8].

The image correspondent is searched using area correlation, along the epipolar line, in the pair image [1]. The epipolar line is non-parallel to the image rows for the general geometry configuration. To make the search easier almost all algorithms use rectification first to obtain a canonical geometry: aligned image planes with horizontal epipolar line. The search is simple but accuracy is lost because of image re-sampling. In [8], [9] two possible methods were presented, one using image rectification and the second one without rectification. A better 3D accuracy for objects is obtained when the general geometry is used. A robust 3D lane detection algorithm was presented in [9].

If the calibration of the system is precise, the 3D reconstruction’s accuracy depends on the accuracy of the left to right features correspondence. The standard method is fitting a parabola to a neighbourhood around the minimum position of the correlation function [5]. The method has an accuracy of about a quarter of a pixel. Each left-right
correspondent pair of points is mapped into the 3D world by computing the intersection of the two projection rays, a technique called triangulation [1], [2], [10].

2 Environment Model

The environment model is similar to the one in [9] and consists of a 3D lane, driving area delimiter, and 3D objects. We briefly describe in this section the 3D systems of coordinates and the 3D lane model. The stereo algorithm proposed in this paper improves directly only the 3D lane detection. The driving area delimiter and the 3D objects models will not be detailed, because they are only indirectly improved, by better 3D lane detection.

The ego-car coordinates system has its origin on the ground plane and is the projection of the middle of the car front axis. Its axes (X_C, Y_C, Z_C) are parallel with the tree main axis of the car. The position of the two cameras relative to the car coordinate system is completely determined by the translation vectors T_i and the rotation matrices R_i.

The world coordinate system has its origin in the middle of the current lane, the X_W axis is contained in the road plane and is perpendicular to the lane delimiters, the Y_W axis is perpendicular on the road surface, the Z_W axis is parallel with the tangents to the lane delimiters. The world coordinates system is moving along de lane mid axis together with the car and thus only a lateral and a vertical offsets between the origins of the two coordinates systems exists (vector T_C from Fig. 1). The relative orientation of the two coordinates systems (R_C rotation matrix) will be also changing due to static and dynamic factors: the loading of the car is a static factor; acceleration, deceleration and steering are dynamic factors, which also cause the car to change its height, pitch, yaw and roll angles with respect to the road surface.

The lane is modelled as a 3D surface, defined by the vertical and horizontal clothoid curves. Lane detection is regarded as the continuous estimation of the following parameters [9]:

- W – the width of the lane
- \( c_{h,0} \) – horizontal curvature of the lane
- \( c_{h,1} \) – variation of the horizontal curvature of the lane
- \( c_{v,0} \) – vertical curvature of the lane
- \( X_{cw} \) – the lateral displacement of the car reference system from the lane related world coordinate system (X component of T_C)
- \( \alpha, \gamma, \psi \) – the pitch, roll and yaw angles of the car (the rotation angles between the car reference system and the world reference system – the rotation angles corresponding to R_C).

3 Increasing the accuracy of stereo reconstruction

The standard correlation method used in stereo vision has two main drawbacks: the left image features have pixel accuracy and are usually different than the interest image features (Fig. 2), and the right image feature is selected at pixel accuracy and then sub-pixel accuracy is obtained by interpolation (that has residual errors). For roads with high-curvature, distant lane-markings are close to horizontal and the matching cost has a non-sharp minimum, resulting in a lower accuracy.

These drawbacks are most visible for oblique edges, close to horizontal. For complex tasks, such as accurate lane detection in the 3D space, driving area detection and obstacle detection at high depths, an increased 3D accuracy is needed for reconstruction.

The 3D reconstruction’s accuracy is directly linked to the discrete nature of the images. Sub-pixel
accuracy edges can be detected in both the left and right images and increased accuracy correspondences can be established between the sub-pixel edge points (Fig. 3).

![Sub-pixel accuracy edges](image)

Fig. 3. Sub-pixel accuracy edges (black dots) are detected in both images and the correspondent of a left image point (the black x) is computed in the right image as the intersection between the epipolar line and the right image sub-pixel edges (linear piecewise approximation).

Sub-pixel accuracy epipolar lines can be computed from the system’s geometry so image rectification is not required. This avoids accuracy loss by image resampling. The intersection of the epipolar line and the right contour must be computed using several adjacent sub-pixel edge points. Therefore, sub-pixel edges will be extracted as contours (chains of points) instead of individual points.

The stereo algorithm should have several steps: the sub-pixel contour extraction, contours segmentation, stereo matching along contours, and 3D reconstruction of pairs of sub-pixel accuracy points.

### 3.1 Sub-pixel accuracy contour extraction

An important part of the new algorithm is the detection of edge points with sub-pixel accuracy, in the form of contours. Although many theoretical aspects are presented about sub-pixel edges in the field of image processing, few methods exist that also extract contours with sub-pixel accuracy. Our choice was a robust method [12], based on the second numerical approximation of the Canny optimal operator [13]. It detects edges using the sub-pixel position of the zero-crossings of the second order derivative along the gradient’s direction.

#### 3.1.1 The sub-pixel contour extraction algorithm

The algorithm has the following steps [12]: the image filtering (by Gaussian smoothing), the computation of the first and the second order partial derivatives, the computation of the second order directional derivative in the gradient direction, contour tracking, extraction and closing. The second directional derivative in the gradient direction of image $I$ can be computed as in [13]:

$$
\frac{\partial^2 I}{\partial n^2} = \frac{\partial^2 I(\partial l)^2}{\partial x^2} + 2 \frac{\partial l}{\partial x} \frac{\partial^2 I}{\partial l \partial y} + \frac{\partial^2 I}{\partial y^2} (\frac{\partial l}{\partial y})^2
$$

The sub-pixel position of a zero crossing is computed by interpolating the second order directional derivative inside a 2x2 pixels cell by a function: linear or cubic. The zero crossings detection, contour tracking and edge extraction take place simultaneously [12] on the second directional derivative image.

#### 3.1.2 Sub-pixel accuracy of the contour detector

The analysis of the contour elements detected by this method revealed the presence of systematic sub-pixel level noise (Fig. 4). This noise limits the accuracy of the 3D reconstruction. The error mainly depends on the direction and the strength of the edge [11].

![Periodic error in sub-pixel location](image)

Fig. 4. A periodic error in the sub-pixel location due to the interpolation function.

Synthetic images, with known sub-pixel edge position, are used for estimating the errors of gradient-based sub-pixel edge detectors [11]. We have used the same model (Fig. 5) to estimate the errors of the contour detector.
Fig. 5. Step edge model used in evaluations. The intensity of the edge pixel is the area-weighted average of the two intensities around the edge.

### 3.1.3 Error evaluation results

Each interpolation method of the contour detector was evaluated using various values for two edge properties: edge strength (the difference between the two intensities around the edge) and edge orientation.

Ten distinct values were used for the slope of the edge, ranging from 0.05 to 0.95 (0, \(\pi/4\), the rest is symmetrical). Three strengths were used for the edge: strong edge –145, normal edge – 80, and weak edge – 30.

The maximum measured errors (in pixels) are shown in Table 1. Systematic errors are too high for weak edges, more than one tenth of a pixel.

<table>
<thead>
<tr>
<th>Interpolation Strength</th>
<th>Linear</th>
<th>Cubic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>Normal</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>Strong</td>
<td>0.08</td>
<td>0.05</td>
</tr>
</tbody>
</table>

### 3.1.4 Propagation of sub-pixel errors to the 3D reconstruction

A simple canonical stereo model can be used (close to the system we use for testing), baseline \(B=0.35\) m and focal length \(F=1200\) pixels, to evaluate how the sub-pixel errors propagate to the reconstructed 3D coordinates.

The true correspondent of the left image (sub-pixel accuracy, Fig. 7) point \(PL\) is \(PR'\). The depth error \(Zerr\) of a point reconstructed at depth \(Z\), is computed using the canonical geometry:

\[
Derr = \frac{Err}{\sin(\alpha)}, \quad Zerr = \frac{Z^2 \cdot Derr}{B \cdot F - Z \cdot Derr}
\]  

Considering a systematic sub-pixel error of 0.1 pixels, the values of the depth error are shown (in meters) in Table 2, for a depth range (first column) between 10 and 100 meters and the angle (first row) of the edge between 0.1 (close to horizontal) and 1.5 radians (close to vertical).

<table>
<thead>
<tr>
<th>(Z/\alpha)</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
<th>1.1</th>
<th>1.3</th>
<th>1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.2</td>
<td>0.1</td>
<td>0.05</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>30</td>
<td>2.1</td>
<td>0.7</td>
<td>0.46</td>
<td>0.35</td>
<td>0.29</td>
<td>0.26</td>
<td>0.25</td>
<td>0.24</td>
</tr>
<tr>
<td>50</td>
<td>6.0</td>
<td>2.0</td>
<td>1.32</td>
<td>1.01</td>
<td>0.85</td>
<td>0.77</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>70</td>
<td>11.8</td>
<td>4.1</td>
<td>2.65</td>
<td>2.05</td>
<td>1.75</td>
<td>1.60</td>
<td>1.55</td>
<td>1.56</td>
</tr>
<tr>
<td>100</td>
<td>24.4</td>
<td>8.6</td>
<td>5.64</td>
<td>4.44</td>
<td>3.87</td>
<td>3.62</td>
<td>3.58</td>
<td>3.71</td>
</tr>
</tbody>
</table>

The effect of sub-pixel errors increases roughly as the edge gets closer to the horizontal level (perspective projection of lane markings of the side lanes and curves).

### 3.1.5 Sub-pixel error correction through least square line fitting

One important feature of the error is periodicity and symmetrical distribution around the true edge position. The local image curvature of affected features (lane markings and road borders) is usually small.

A robust way to reduce the errors is to fit 2D lines to sub-pixel contour patches and correct the sub-pixel points to fit the lines. The length of the patch is computed proportional to the error’s period.
(function of the edge’s slope), to insure a strong filtering. There are several places where filtering is not used because it can destroy the local shape of the contour: corners and places with high 2D image curvature.

This filtering provided accurate results: the error is reduced 3 up to 5 times in magnitude on synthetic images. On real images a visual evaluation was performed. The filtering proved efficient even for errors introduced by image noise.

### 3.2 Contours segmentation

Contours are usually detected along more than one 3D object due to perspective projection (Fig. 8.a). Since our matching (correlation) scheme is based mainly on contour following and continuity (two successive contour points are neighbors in the 3D world), this spread effect might introduce false correlations. In addition, when the edge direction varies roughly (corners), the sub-pixel accuracy is low (signal frequency much higher than the image sampling rate) and the correlation works better using the traditional area-based method. To make the task of correlation easier, these contours are split into smaller basic contours. Two classes of basic contours are defined: strongly-curved and weakly-curved. The local angle (Fig. 8.b) of the contour is computed by triangulation on a contour patch. This angle is used to discriminate between strongly-curved and weakly-curved points.

![Fig. 8. A complex contour (white) spreads across more than one 3D object (a). Two apertures can be used to determine angles (b)](image)

After this classification, basic contours are extracted as the sub-contours with the same class of the points. Each basic contour receives the class of its points: strongly-curved for corners or weakly-curved otherwise.

### 3.3 Stereo matching

For each left image pixel, the search space for a correspondent is a segment placed on the epipolar line in the right image. The extremities of the segment are computed from the geometry of the system in such a way that the 3D coordinates of the reconstructed point are inside of a 3D (a large cube) space of interest.

#### 3.3.1 The correlation function

To determine the similarity between left-right image points a complementary comparison condition was introduced along with the classical area-based correlation function. For oblique edges, with different 2D image orientations, area-based correlation is appropriate (not invariant to rotation). The intensities of the surfaces placed around the left-right edge points are also compared [14] to reject false correlations.

#### 3.3.2 The matching scheme for basic contours

The right correspondent contour is searched for each left image basic contour $CL$ that is weakly-curved and is not horizontal (slope lower than 0.05). A simple correlation scheme (example in Fig. 9) is used determine pairs of left-right contours:

1) The middle point $PL$ of $CL$ is selected for correlation.
2) The correspondent $PR$ of $PL$ is searched in the right image along the discrete epipolar line in a search interval determined by the stereo geometry, considering the followings: only right image locations where a contour exists are considered (CR1 and CR2); the left-right contour orientations must be close enough; only strong minimums (compared to the other local matches) are accepted.

![Fig. 9. A simple correlation process is presented for left contour $CL$ and two possible right image candidates $CR1$ and $CR2$](image)
For each pair of correspondent contours, sub-pixel accuracy pairs of points are generated. For a left contour point \( PL \), correspondent \( PR \) is at the intersection of the epipolar line with the piecewise linear approximation of the right contour (Fig. 10).

Strongly-curved basic contours usually present irregular sub-pixel shapes, and the accuracy obtained by the above-described method can be less than the one of standard correlation. The classical method is used for these basic contours (area-based correlation plus parabola fitting).

Each left-right correspondent pairs of points is mapped into the 3D world by computing the intersection of the two projection rays associated with the points [1].

4 Lane Detection

Lane detection, detailed in [9], is integrated into a tracking process. The current lane parameters are predicted using the past parameters and the vehicle dynamics, and this prediction provides search regions for the current detection.

The detection starts with estimation of the vertical profile (pitch angle and vertical curvature), using the stereo-provided 3D information. The side view of the set of 3D points is taken into consideration (Fig. 11). From all the 3D points only the ones that project inside the predicted search regions are processed.

The pitch angle is extracted using a method similar to the Hough transform applied on the lateral projection of the 3D points in the near range of 0-20 m (in which we approximate the road flat). Detection of the vertical curvature follows the same pattern. The pitch angle is considered known, and then a curvature histogram is built, for each possible curvature, but this time only the more distant 3D points are used.

Afterwards the horizontal profile is detected using a model-matching technique in the image space, and using the knowledge of the already detected vertical profile. The 3D parameters of the horizontal profile are extracted by solving the perspective projection equation. The detection results are used to update the lane state through the equations of the Kalman filter.

5 Implementation

The platform used was a Pentium 4 processor at 2.6 GHz, 512 MB memory, running the Windows 2000 operating system. High quality digital grayscale cameras and a grabber were used for synchronous stereo image acquisition. The image resolution was 644x512 pixels. The stereo algorithm was implemented in C++, with MMX/SSE processor optimizations used for the correlation function and for the sub-pixel contour extraction. The stereo algorithm runs in real time, varying from 13 to 18 frames per second.

6 Evaluation methodology

To provide a quantitative evaluation of the improvements brought by the proposed algorithm, synthetic stereo images were generated with various 3D lane configurations. Real world textures were used for the road surface and anti-aliasing was used for realistic projection of edges. Stereo geometry and optics of the virtual cameras were the same as for the real system. Four lane configurations were used (Fig. 12): vertical curvatures of 1500 meters and 3000 meters (V1500 and V3000), both with the pitch angle of 1 degree, and horizontal curvatures of 400 and 600 meters (H400 and H600).
A standard canonical stereo reconstruction engine was used for comparison. It reconstructs edge points optimally detected with a gradient-based Canny edge detector. Rectification is used to get a canonical configuration. Parabola is fitted to the (area-based SAD) matching cost for sub-pixel accuracy.

The Canny edge detector and our contour detector were tuned so they extracted the same set of edge points at pixel level. This is necessary to avoid differences in the lane modelling due to different sets of reconstructed points. The only difference is the sub-pixel accuracy of the contour detector.

The contour-based stereo performed much better on horizontally curved roads (Fig.13). It was able to reconstruct more accurate 3D points in the depth interval 60 to 90 meters.

The following parameters of the 3D lane were considered for evaluation: width $W$, horizontal curvature radius $c_h$, vertical curvature radius $c_v$, and the pitch, yaw, and roll angles $\alpha$, $\gamma$, $\psi$.

### TABLE 3

<table>
<thead>
<tr>
<th>$W$ (m)</th>
<th>V1500</th>
<th>V3000</th>
<th>H400</th>
<th>H600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canonical</td>
<td>3.06</td>
<td>3.07</td>
<td>3.05</td>
<td>3.11</td>
</tr>
<tr>
<td>Contour</td>
<td>2.91</td>
<td>2.90</td>
<td>2.92</td>
<td>2.91</td>
</tr>
<tr>
<td>True value</td>
<td>2.90</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 4

<table>
<thead>
<tr>
<th>$c_h$ (m)</th>
<th>V1500</th>
<th>V3000</th>
<th>H400</th>
<th>H600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canonical</td>
<td>4500</td>
<td>5000</td>
<td>310</td>
<td>460</td>
</tr>
<tr>
<td>Contour</td>
<td>11000</td>
<td>8500</td>
<td>435</td>
<td>615</td>
</tr>
<tr>
<td>True value</td>
<td>$+\infty$</td>
<td>$+\infty$</td>
<td>400</td>
<td>600</td>
</tr>
</tbody>
</table>

### TABLE 5

<table>
<thead>
<tr>
<th>$c_v$ (m)</th>
<th>V1500</th>
<th>V3000</th>
<th>H400</th>
<th>H600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canonical</td>
<td>1750</td>
<td>3290</td>
<td>9300</td>
<td>8800</td>
</tr>
<tr>
<td>Contour</td>
<td>1650</td>
<td>3320</td>
<td>9700</td>
<td>8450</td>
</tr>
<tr>
<td>True value</td>
<td>1500</td>
<td>3000</td>
<td>$+\infty$</td>
<td>$+\infty$</td>
</tr>
</tbody>
</table>

Minor improvements are noticed for the roll and pitch angles (Tables 6 and 8). Medium improvements are present for the estimation of the lane’s width and the vertical curvature radius (Tables 3 and 5).

The contour-based stereo greatly improves the estimation of the horizontal curvature radius and the yaw angle (Tables 4 and 7). For canonical stereo the 3D model of the lane is fitted to inaccurate and/or
incomplete 3D data in the far-distance range (60 to 90 meters).

Same improvements were seen with real test images (Fig. 14) especially for curved lanes.

![Fig. 14. Top-view of the 3D points on real images: from 60 to 90 meters, the contour based stereo (b) performs much better than the canonical stereo (a). The left image and the projection of the 3D lane is shown in c](image)

### 7 Conclusions

A novel idea for 3D stereo reconstruction has been presented. Edge points are detected with sub-pixel accuracy as contours in both left and right images, and correspondences are computed between the sub-pixel accuracy edges, with increased precision. The new algorithm was implemented and integrated in a stereo acquisition and processing framework. It runs in real time and provides increased 3D reconstruction accuracy.

The increased accuracy can prove valuable for applications that require an accurate 3D reconstruction and description of the highway-driving scenario: collision avoidance, lane following and departure. An accurate environment description is required especially for high speeds of the ego vehicle. A future extension can consist of speed improvements by implementing time-consuming parts on dedicated hardware (ex. FPGA).
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