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Abstract

This paper addresses the challenge of assigning virtual
networks, through network virtualisation, to the underlying
physical network in a distributed and efficient manner. The
paper reports on an implementation and evaluation of a
distributed and autonomic framework with algorithms re-
sponsible for mapping virtual nodes and links to the phys-
ical resources. A Virtual Network (VN) Mapping Protocol
is proposed for exchange of messages between autonomic
substrate nodes. Results of the implementation and a per-
formance evaluation of the distributed and autonomic VN
mapping using a Multi-agent approach are provided.

1. Introduction

Network Virtualization has recently emerged as an im-
portant enabler for designing the Future Internet architec-
ture [2, 3]. The Network Virtualization concept has been
proposed as a promising way for diversifying the Future
Internet architecture into separate logical networking envi-
ronments called Virtual Networks (VN). Multiple network
architectures, experiments and services can be simultane-
ously supported by the VNs over a shared substrate network
[10, 11, 17].

As depicted in the figure 1, a Virtual Network consists
of a group of Virtual Nodes (e.g. virtual routers) intercon-
nected via dedicated Virtual Links over a shared substrate
network. Multiple virtual networks may share the same un-
derlying physical network. The virtual nodes and virtual
links which constitute the VN should be mapped to a spe-
cific set of substrate nodes and substrate paths, respectively.
A substrate path is a logical path between two substrate
nodes which may be a single substrate link or a sequence
of substrate links.

The creation and set up of a VN is achieved by select-
ing the best and optimal network topology from the phys-
ical substrate. Mapping multiple virtual networks into a

Figure 1. Mapping of Virtual Networks to a
shared substrate network

shared physical infrastructure represents a significant chal-
lenge that has been addressed in many research studies.
Finding the optimal VN mapping solution that achieves the
best load balancing among the substrate resources and sat-
isfies multiple constraints can be formulated as an NP-hard
problem. Past research has proposed a number of heuris-
tic, customized and/or greedy algorithms to ensure efficient
mapping of virtual networks to specific set of nodes and
links in the substrate network [8, 13, 14, 15, 16]. In these
proposals, the VN mapping algorithm is carried out in a
centralized manner. A central entity is responsible for re-
ceiving VN requests from users and for selecting and as-
signing a set of virtual nodes to a set of substrate nodes.
However, the centralized approach may present serious lim-
itations on scalability, efficiency and resiliency of VN pro-
visioning and management. This becomes a challenge espe-
cially when the substrate network is a highly dynamic and
changing environment (e.g. node/link failures, node mobil-
ity, etc).

To deal with the dynamic aspect of a substrate network,
there is a real need to decentralize the substrate control
and management to efficiently map VNs onto the substrate
while reducing complexity and improving scalability. The
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objective of this work is to decentralize the decision-making
for VN mapping among all substrate nodes. To achieve this
purpose, the substrate nodes should be autonomic to decide
which mapping, i.e. decisions/actions, to undertake auto-
matically and without human intervention. This is exactly
the motivation of this paper whose goal is to design a Dis-
tributed and Autonomic Mapping Framework responsible
for self-organizing and self-managing the substrate nodes
supporting the VNs. Consequently, the VN mapping algo-
rithm is carried out in a distributed way among the auto-
nomic substrate nodes.

Furthermore, the current proposals [8, 13, 14, 15, 16]
do not address the problem of how to carry out their pro-
posed VN mapping algorithms with respect to the design
and implementation of the mapping framework, mecha-
nisms and protocols used to exchange substrate messages,
etc. This paper provides the design and implementation of
the Distributed and Autonomic VN Mapping Framework
based on the Multi-Agent based approach [9] to ensure dis-
tributed negotiation and synchronization between the sub-
strate nodes. These nodes handle autonomous and intel-
ligent agents which exchange messages and cooperate to
carry out the distributed VN mapping algorithms. A Virtual
Network Mapping Protocol is proposed to enable commu-
nications between the agent-based substrate nodes. Perfor-
mance and scalability results of the distributed and auto-
nomic VN mapping framework developed using the Multi-
agent based approach are reported.

Section II of this paper summarises related work. Sec-
tion III presents the distributed VN mapping algorithm.
Section IV describes the design of an autonomic and dis-
tributed mapping framework for the substrate. The imple-
mentation and evaluation of the proposed framework and
algorithm based on multi-agent based approach is reported
in Section V.

2. Related Work

VN mapping algorithms: A number of heuristic greedy
algorithms [8, 15], customized algorithms [16] and itera-
tive mapping process [14] have been put forward to effi-
ciently assign VN to substrate resources. Y. Zhu and M.
Ammar [15] proposed heuristic greedy algorithms to main-
tain low and balanced stress among all substrate nodes and
links during VN assignment process. The aim of greedy al-
gorithms is to assign virtual nodes to substrate nodes with
maximum available resources. The overall objective is to
achieve near optimal VN mapping solutions. In [14, 16], au-
thors propose to use customized mapping algorithms to map
special VN topologies (e.g. hub-and-spoke and backbone-
star based VN topologies) in an optimal manner. J. Lu and
J. Turner [14] proposed an iterative refinement procedure
to map constraint-based virtual networks onto a common

physical substrate. Their objective is to find the least-cost
virtual network topology that can handle any traffic pattern
allowed by a set of traffic constraints.

Discussion and motivation: In these proposals, the VN
mapping algorithms are carried out in a centralized man-
ner. A central entity is responsible for selecting clusters
from the VN topology (e.g. star cluster [15]) and for map-
ping the selected clusters to the substrate. The central entity
should maintain up to date information about the substrate
network (e.g. available resources) to make the appropriate
VN mapping decisions (i.e. centralized decision making).
However, maintaining up to date information about the sub-
strate network in a centralized way suffers from scalability
limitation, high latency and serious delays in making deci-
sions especially when the underlying physical network is a
highly dynamic and changing environment (e.g. node join-
ing/leaving). Hence, the first objective of this work is to
distribute the substrate control and management over the
substrate nodes. These nodes should exchange messages,
also called knowledge, and cooperate in a structured way to
ensure decentralized decision-making for VN mapping. To
achieve self-organization in distributed environments, the
substrate nodes should control, manage and organize them-
selves to reach the VN mapping objectives. This paper pro-
vides the design requirements of autonomic substrate nodes
to handle decentralized decision-making algorithms for VN
mapping automatically and without human intervention.

3. Distributed Localized Virtual Network
Mapping Algorithm

3.1. VN decomposition

Since VN topologies can become quite large, mapping
the requested VN to the entire substrate at once is not fea-
sible for latency and complexity reasons. One well known
and viable solution, when conducted properly, is to subdi-
vide the entire VN topology into a set of elementary clus-
ters (e.g. path, tree and star clusters). This decomposition
may reduce the complexity of mapping the entire VN topol-
ogy since less virtual nodes and links are considered in each
cluster mapping process. The VN decomposition provides
also an efficient solution to deal with the dynamic aspect
of a substrate. Indeed, when a change occurs in the sub-
strate/virtual networks (e.g. node/link failures, congestion),
it is more suitable to localize the concerned cluster and re-
assign it instead of reassigning the whole VN topology.

For instance, Y. Zhu and M. Ammar [15] proposed ad-
vanced algorithms to break up the VN topology into a num-
ber of connected sub-VN such as hub-and-spoke clusters.
The hub-and-spoke (or star) topology is composed of a cen-
tral node (i.e hub) to which multiple adjacent nodes (i.e.
spokes) are connected. In a hub-and-spoke cluster, some
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spoke nodes may act as the hubs of other clusters. This
paper focuses on the star based VN decomposition and ad-
dresses how to decompose and map the star topologies in a
collaborative and decentralized manner rather than central-
ized as in the case of [15].

3.2. Collaborative and Distributed Decision
Making for VN Mapping

To deal with the dynamic aspect of a substrate, the idea
of this work is to decentralize the decision-making pro-
cess among all substrate nodes to decompose and map vir-
tual networks onto the substrate. This is achieved by al-
lowing substrate nodes to subdivide the VN into hub-and-
spokes (i.e. star) clusters and plan which mapping deci-
sions/actions to undertake. The distributed mapping of hub-
and-spokes clusters to the substrate is recursively executed
as follows (Algorithm 1):

Algorithm 1 : Hub-and-Spokes Clusters Mapping
1. Find the substrate node with the maximum available
resources (referred to as the root node)
2. The root node selects the Hub-and-Spokes Cluster
from the VN topology (see Algorithm 2 for VN decom-
position)
3. Assign the hub node to the root node
4. The root node determines the set of substrate nodes
able to support the spoke nodes based on shortest path
algorithm.
5. Remove the substrate nodes and paths already as-
signed to the hub-and-spoke cluster.
6. The root node selects the next root node: Go to (1)

Each substrate node designated as root will be respon-
sible for selecting a hub-and-spokes cluster from the VN
topology and assigning it to the substrate. The selection of
the hub-and-spokes clusters from the entire VN topology is
recursively performed as follows (Algorithm 2):

Algorithm 2 : Hub-and-Spokes Cluster Selection
1. Find the virtual node with the highest capacity to make
it the hub of the cluster.
2. Determine the neighboring virtual nodes directly con-
nected to the hub node to represent the spoke nodes.
3. Remove the hub and spoke nodes as well as their cor-
responding links from the VN topology

The mapping of hub-and-spoke clusters to the substrate
is carried out in a distributed way among the substrate
nodes. The distributed VN mapping algorithm is consid-
ered as a cooperative task executed jointly by all substrate
nodes via messages exchange. Indeed, each substrate node

can make local decisions individually (i.e. virtual resources
allocation) but should also communicate, collaborate and
interact with others to plan collective mapping decisions to
efficiently assign VNs to the substrate. This enables dis-
tributed localized mapping of VNs. To self-organize and
self-manage the interaction, cooperation and negotiation
between all substrate nodes, a Distributed and Autonomic
Mapping Framework is proposed. The objective is to en-
sure distributed decision making (for VN mapping) among
the substrate nodes based on global knowledge/view of the
entire substrate and virtual network topologies.

4. Distributed and Autonomic Mapping
Framework

In this section, a Distributed and Autonomic Mapping
Framework is defined to self-provision and self-manage
VNs according to high-level goals and policies (represent-
ing business-level objectives). This framework is used to
map, in a distributed way, multiple VN topologies to the
substrate network on behalf of the substrate provider.

As shown in the figure 2, the proposed framework is
composed of Autonomic Substrate Nodes (section 4.1) in-
terconnected to each other using a VN Mapping Protocol
(section 4.3). The autonomic substrate nodes should ex-
change control/signaling information needed to carry out
the distributed VN mapping algorithm (section 4.4).

Figure 2. Autonomic and Distributed Manage-
ment Framework Architecture

4.1. Autonomic Substrate Nodes

A substrate node designated as a root node is responsi-
ble for selecting the hub-and-spokes cluster from the VN
topology and assigning it to the substrate. In a dynamic
substrate environment, the root nodes should control and
manage their virtual resources without human intervention.
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This section provides the design requirements of substrate
nodes to allocate virtual resources to VNs in a dynamic and
autonomic manner. The substrate nodes should be open,
flexible, virtualized and autonomic to support dynamic VN
mapping, provisioning and management. The Autonomic
Substrate Node capabilities are [6]:

• Self-configuration : The Autonomic Substrate Node
should be able to automatically configure and recon-
figure itself and the supported cluster following un-
predictable VN deployment and provisioning requests
and external conditions. Since VN requests may ar-
rive dynamically, the autonomic substrate node should
re-configure itself at run time in accordance with ar-
rival/departure of VN requests (e.g. virtual resources
(re)allocation, etc).

• Self-optimisation : The Autonomic Substrate Node
should seek ways to optimise itself to improve its ex-
ecution and to ensure that the node is running at op-
timum levels. The autonomic substrate node should
share its virtual resources between multiple virtual
nodes in efficient manner. In fact, the substrate node
should not allocate large substrate resource to assign
virtual nodes which do not really require important re-
sources (e.g. spoke nodes which do not support impor-
tant traffic volume).

• Self-healing : To discover and repair localized prob-
lems and failures automatically in a substrate node
(e.g. node and link failures), there is a definite need
for an effective self-healing system. The self-healing
system should monitor, analyze, diagnose and identify
errors and failures without human intervention.

• Self-protection : The Autonomic Substrate Node
should be capable of identifying, detecting and pro-
tecting its resources from malicious attacks and inad-
vertent cascading failures. The Autonomic Substrate
Node should maintain overall system security and in-
tegrity.

• Self-awareness : The Autonomic Substrate Node
needs detailed knowledge of its state (e.g. available
capacity), components and behaviors and should be
aware of its logical and physical resources that can
be shared, isolated, allocated or borrowed. The Au-
tonomic Substrate Node should monitor, maintain and
adjust its operation, resources and components during
VN provisioning.

As depicted in the figure 3, each Autonomic Substrate
Node integrates an Autonomic Manager responsible for:

• Analyzing policies specified by the substrate provider.
The policy rules maintain the VN topology as well as

Figure 3. Design of an autonomic substrate
node

performance metrics associated to virtual nodes and
links.

• Supervising and monitoring (M) physical and virtual
resources within the substrate node. The monitoring
entity generates metrics that express the node state,
capabilities and performance (i.e. availability of re-
sources). These metrics are stored in a knowledge (K)
data base.

• Making decisions (D) in accordance with the local
knowledge base. In each autonomic substrate node,
the Decision entity is responsible for maintaining and
executing the collaborative and distributed VN map-
ping algorithm introduced in the section 3.2.

• Executing actions (E) in the substrate nodes (i.e. man-
aged elements). For instance, if the autonomic sub-
strate node is selected as a root node, it should allocate
virtual resources to support the hub node, on the one
hand, and determine the set of substrate nodes able to
support the spoke nodes based on shortest path algo-
rithm, on the other hand.

These four stages described above are achieved under a
closed-loop control.

4.2. Multi-Agent based Autonomic and Dis-
tributed Mapping Framework

Since the Multi-Agent System approach [9] represents a
good tool to build modular and autonomous systems capa-
ble of operating in dynamic and distributed environments,
we propose to implement the Autonomic and Distributed
Mapping Framework based on autonomous and intelligent
Agents [7]. The Multi-Agent based framework ensures dis-
tributed negotiation and synchronization between the auto-
nomic substrate nodes. These nodes handle autonomous
and intelligent agents which exchange messages and coop-
erate to perform the distributed VN mapping framework and
algorithm.
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Figure 4. Design of an autonomic substrate
node using agent based approach

As shown in the figure 4, an Agent based Autonomic
Substrate Node is composed of three main components: a
Knowledge Base, a Rule Base, and an Engine. The Engine
is the active component in the Agent based Autonomic Sub-
strate Node responsible for executing three phases: Percep-
tion (i.e. Monitoring), Making Decisions and Action (i.e.
Execution). The autonomic manager explored in section 4.1
is performed by the Engine. The Knowledge Base main-
tains the state of the substrate node (e.g. available capacity
of virtualized resources) and its environment (the state of
the links directly connected to the node as well as the state
of adjacent nodes). The Rule Base maintains a set of pos-
sible actions that an agent based substrate node should ex-
ecute whenever rule conditions are satisfied. The decision
making process consists in selecting the appropriate action,
based on the knowledge and rule base, to be executed and
applied in the substrate node.

4.3. VN mapping protocol

A communication protocol, called Virtual Network Map-
ping Protocol, is defined in this section to exchange mes-
sages and information between all substrate nodes. The
VN mapping protocol is based on five types of messages:
START, NOTIFY, MSG, NEXT and STOP. These messages
are sent and received asynchronously between substrate
nodes to exchange information and organize the distributed
algorithm iterations. The protocol messages are described
as follows:

• START (VN Request): This message is sent from a
synchronizer (e.g. substrate provider) to all substrate
nodes to trigger and start the distributed mapping al-
gorithm. The START message handles the VN request
information (e.g. list of virtual nodes and links, capac-
ities, etc).

• NOTIFY (nv-id, ns-id): After assigning a virtual
node nv to a substrate node ns, the substrate node

should notify the other substrate nodes about this map-
ping. The nv-id and ns-id represent the unique identi-
fiers for the virtual node nv and the substrate node ns,
respectively.

• MSG (ns-id, C(ns)): This message is used to ex-
change node capacities among all substrate nodes.
Each node broadcasts its capacity to all other nodes.

• NEXT: Once the hub-and-spoke cluster has been as-
signed, the root node supporting the hub should send
a NEXT message to designate the successor root node
to support the hub of a new cluster.

• STOP: This message is used to stop the execution of
the distributed algorithm once the entire VN topology
is mapped successfully onto the substrate.

4.4. Multi-Agent based Distributed VN
Mapping Algorithm

Figure 5 depicts a step by step scenario describing the
implementation of the distributed VN mapping algorithm
(Algorithm 1 and 2) using the Multi-Agent framework.

Figure 5. Multi-Agent based Distributed VN
Mapping Algorithm

In each substrate node, the VN mapping algorithm (i.e.
Algorithm 2) is started upon receiving a START message
handling the VN request from a synchronizer (e.g. substrate
provider). The substrate nodes should communicate with
each other to determine the root node which corresponds to
the node with maximum available resources in the substrate.
For this purpose, the substrate nodes exchange their node
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capacities via the MSG message. Based on this exchange
of capacities, each node compares its capacity to that of the
other nodes. As depicted in the figure 5, the node i has the
highest capacity compared to the all other capacities (i.e.
node i is the root).

Next, the root node should select the hub-and-spoke
cluster in the VN topology to be assigned to the substrate
(using algorithm 1). The hub node is determined by search-
ing for the highest virtual node capacity.

Once the hub-and-spoke cluster is selected, the hub node
is assigned to the root node in the substrate. Next, the root
node determines the appropriate set of substrate nodes ca-
pable of supporting the spoke nodes efficiently. To achieve
this goal, the root node determines the substrate nodes that
have the shortest path to the root node and, at the same time,
have the maximum node capacity. The spoke nodes with
higher required capacity are mapped to the substrate nodes
with higher available capacity.

Once the hub and spoke nodes are assigned to the se-
lected substrate nodes, the root node removes these nodes
from a node list and notifies all substrate nodes, via the NO-
TIFY message, to inform them about this mapping. Upon
receiving a NOTIFY message, the substrate nodes remove
the virtual nodes and substrate nodes already assigned from
their node lists and store the mapping information in their
knowledge databases (k).

Once the first hub-and-spoke cluster is mapped, the node
i designates the next root (or root successor) in the substrate
(with the maximum available capacity) to support the next
hub-and-spoke cluster of the VN topology. Upon receiving
a NEXT message, the new root node (e.g. node k) repeats
the same mapping procedure described above while taking
into account the substrate nodes already assigned to previ-
ous clusters.

Once the entire VN topology is mapped successfully
onto the substrate, a STOP message is sent by the last root
node to stop the execution of the distributed algorithm.

5. Implementation and Performance Evalua-
tion

The Autonomic and Distributed Mapping Framework
has been implemented and tested over the GRID5000 plat-
form [4]. This platform can emulate a real substrate net-
work where different topologies can be generated. An agent
development framework [5] is used to implement the au-
tonomous agents responsible for carrying out the distributed
VN mapping algorithm. These agents are deployed in the
GRID5000 machines to emulate the autonomic substrate
nodes and to handle the VN mapping framework. A declar-
ative Agent Communication Languages (ACLs) [1] is used
to define and specify the interactions and messages between
the autonomic substrate nodes.

Our objective is to evaluate the distributed VN mapping
algorithm performance and scalability in terms of time de-
lay and number of messages required to map one VN re-
quest to a substrate network. The aim is to study the impact
of the size and topology, of both substrate and virtual net-
works, on the distributed algorithm performance.

An experiment has been conceived to evaluate the num-
ber of messages and time delay taken by the distributed al-
gorithm to map different VN topologies (composed of 1, 2,
4 and 6 clusters) to different sizes of substrate network (i.e.
25, 50, 75 and 100 substrate nodes). In this experiment,
each VN cluster has one hub and three spoke nodes.

Figure 6. Time delay taken by the Distributed
Algorithm to map different VN topologies
with different number of clusters

As depicted in figure 6, the time delay required to map
a VN topology increases quasi-linearly with the increasing
number of substrate nodes. For instance, the time delay
needed to map a VN topology composed of one hub-and-
spoke cluster increases from 3.11 s to 11.48 s when the
number of substrate nodes increases from 25 to 100. This
delay is more noticeable in the case of mapping a VN topol-
ogy composed of an important number of hub-and-spoke
clusters (e.g. six hub-and-spoke clusters).

Figure 6 shows also that the time delay required to map a
VN topology in a substrate grows quasi-exponentially when
the number of VN clusters increases. For example, in the
case of using a substrate with 25 nodes, the time delay
needed to map a VN increases from 3.11 s to 18.27 s when
the number of VN clusters increases from 1 to 6. This delay
becomes quite considerable when the number of substrate
nodes increases (e.g. 75 or 100 nodes).

The increasing time delay required to map a VN topol-
ogy is induced by the increasing number of messages (e.g.
MSG, NOTIFY) exchanged between the autonomic sub-
strate nodes. Figure 7 depicts the number of messages ex-
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changed between nodes that grows with increasing size of
the substrate topology. The important number of messages
illustrated in figure 7 and used to map a virtual network cor-
roborates the delay results shown in figure 6.

Figure 7. Number of messages used by the
Distributed Algorithm to map different VN
topologies with different number of clusters

Our major observation is that the time delay grows with
increasing number of VN clusters. This result shows that
the time delay needed to map a VN topology depends on the
number of clusters that compose the topology, on the one
hand, and the number of nodes constituting the substrate,
on the other hand.

As there are currently no known distributed VN pro-
visioning algorithms available in the literature, at least to
our knowledge, this paper is not in a position to provide
any comparison with existing distributed VN mapping al-
gorithms.

6. Conclusion

This paper presented the design, implementation and
evaluation of a distributed and autonomic virtual network
mapping framework. The substrate nodes integrates au-
tonomous and intelligent agents which exchange messages
and cooperate to carry out the proposed VN mapping algo-
rithm. A VN Mapping Protocol is used to communicate and
exchange messages between the autonomic substrate nodes.
Results from performance evaluation of the VN mapping
framework suggest that the challenge of constructing virtual
networks from a shared physical network can find viable so-
lutions.

Future work will consist of implementing and evaluat-
ing more thoroughly the autonomic substrate node. Rea-
soning and learning mechanisms to ensure and provide in-
telligence to agent based substrate nodes will be added.

Indeed, the intelligence of an agent element is very lim-
ited to its rule base and can not deal with unpredictable
situations. Mechanisms like Collaborative Reinforcement
Learning [12] should be used to provide intelligence and au-
tonomic behaviors to agent based systems. The distributed
and autonomic VN mapping framework presented in this
paper can be a potential starting point for self-provisioning
and self-management of virtual networks in a shared sub-
strate and certainly a framework for further investigation.
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