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Applying Virtualisation to
Real-Time Embedded Systems

Robert Kaiser
Distributed Systems Lab,

University of Applied Sciences, Wiesbaden, Germany
kaiser@informatik.fh-wiesbaden.de

Abstract

Virtualisation has recently received increasing attention.
This new interest is caused mainly by the new applicabil-
ity of the technology to desktop computers. Embedded sys-
tems, however, have so far hardly been regarded as a viable
target for virtualisation, although such an approach would
definitely make sense: Software for embedded devices to-
day often comes from different vendors requiring different
operating system interfaces and it has generally reached a
level of complexity comparable to that of desktop applica-
tions. Embedded systems are now facing many of the same
problems that once initiated the consolidation movement in
the server world. Thus, it seems only logical to apply the
technology that has worked so well for servers to embedded
devices now. However embedded systems also have some
requirements which are new to virtualisation: Most notably,
there are real-time applications that must show determinis-
tic timing behaviour.

In this contribution, we concentrate on the problem
of achieving temporal determinism with virtual machines
(VMs). We will give an estimation of the impact that virtu-
alisation has on timely execution of programs, we present
measurement results showing the temporal behaviour of
the Xen virtual machine monitor, and we suggest some ap-
proaches how – taking into account the typical requirements
of real-time programs – better timing predictability can be
achieved.

1 Introduction

Virtualisation has received increasing attention during
the past four years, both from academia as well as practi-
tioners. The reason for this new interest in a technology
which was invented almost forty years ago is mainly due
to its new applicability to non-mainframe computers. Prod-

ucts like Xen [2] and VMware [10] enable multiple operat-
ing systems to coexist securely within a single machine and
nowadays both are widely used in the area of server consol-
idation as well as on desktop machines.

Embedded systems have so far hardly been regarded as a
viable target for virtualisation, although applying the tech-
nology in this field would also stand to reason: Embedded
applications have reached a level of complexity equal to that
of many desktop applications. This increased complexity
brings new challenges to the embedded world: Safety and
security requirements call for securely isolated subsystems,
applications from different vendors may require different
(sometimes even contradictive) operating system function-
alities, yet they must coexist (and cooperate) in a single
physical machine. Embedded systems are now facing many
of the same challenges that once initiated the consolidation
movement in the server world. Moreover, most modern em-
bedded system hardware is capable of supporting virtuali-
sation. Thus, it seems only logical to apply the technology
that has successfully worked for servers to embedded de-
vices now.

However, when using virtualisation in embedded sys-
tems, some new problems emerge that were not present in
the field of server consolidation. Most notably, there fre-
quently exist real-time applications that must show deter-
ministic timing behaviour.

2 Requirements of complex embedded sys-
tems

Embedded systems have seen a steady increase in com-
putational resources over the last years. Today, even lower-
end embedded systems have processing capacities that not
so long ago would have required a workstation to provide.
The relation between the cost of the computing components
versus the overall system cost has reached a point where
cutting down on memory and processor performance no
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longer yields a significant cost reduction. Yet, even lower-
end systems are capable of covering a range of functionali-
ties that would formerly have required a multitude of sepa-
rate embedded control units, and, for the sake of cost effec-
tiveness, that is exactly what they should be used for [4, 9].

Besides yielding more functionality at less cost, reduc-
ing the number of nodes in a distributed system of embed-
ded controllers also promises better reliability, because the
overall complexity of the hardware is reduced. However,
the complexity of software per system increases. As a re-
sult, we are facing some new challenges:

• Diversity of operating system interfaces: Specific
operating system interfaces are chosen because they
reflect the requirements of the applications that use
them. When multiple different applications are consol-
idated into a single system, many of them will typically
bring along their own idea of what the operating sys-
tem’s functionality should be. This presents a problem
because, traditionally, there exists only one operating
system interface per machine. To define an interface
that will equally fit all application’s needs is difficult,
and, even if such a versatile operating system can be
found, all programs will need to be adapted to it. This
is a costly task, especially for legacy code.

• Need for fault containment: When multiple func-
tions are integrated into a single system, a fault in one
of them can potentially affect all other functions. This
is unacceptable in a situation where the functions are
logically independent. The corresponding programs
may even come from different vendors and may be
completely unaware of each other. Clearly, a mech-
anism is needed, which ensures that any fault remains
contained within the domain in which it occurred.

These problems have been faced in the field of server
consolidation before and virtualisation has been a success-
ful response. Embedded systems, however, also have to
support real-time applications. This is a new requirement
for virtualisation: The spatial and temporal separation be-
tween virtual machines does not suffice, spatial and tempo-
ral determinism are also required.

The system workload of an embedded system typically
consists of of a mixture of applications with a very broad
range of timing requirements. There will usually be:

• ”hard” real-time processes for which even the slightest
violation of deadline must be considered a fatal error,

• ”soft” real-time processes for which it is generally de-
sired to complete within a deadline, but exceeding it
occasionally is not considered harmful,

• ”non-real-time” processes that do not have timing re-
quirements at all. Instead, these processes are expected

to evenly share their computational resources, and to
maximise system utilisation.

Real-time processes (whether ”soft” or ”hard’) will gen-
erally fall into one of two sub-categories:

• Time-driven: Program execution is controlled by a
static schedule. Processes are activated at prede-
termined points in time and run for predetermined
amounts of time. In all practical cases, the schedule
will be repeated periodically, i.e. these are also peri-
odic processes.

• Event-driven: Processes are activated in response to
events which occur at unpredictable points in time.
Although unpredictable, the maximum rate, at which
events can possibly occur, must be assumed to be
bounded, otherwise a system overload could not be
prevented, i.e. these are also sporadic processes.

Both approaches have their specific advantages and dis-
advantages, and combining both in a single system is gen-
erally problematic [3].

Whether real-time requirements are considered ”soft” or
”hard” is more a question of service quality than a concep-
tual one. However, whether or not processes are designed
to meet real-time requirements at all does have a significant
impact on the concepts they use.

3 Virtualisation impact on timing behaviour

A virtualisation platform that supports multiple VMs
needs to define some method of scheduling according to
which it switches between them. This virtual machine
scheduler is typically, but not necessarily, an integral part
of the virtual machine monitor (VMM) that implements the
VMs. From its point of view, VMs are just processes. It
is oblivious to the fact that these processes might internally
run operating systems which – again – switch between pro-
cesses. The goal of a virtual machine monitor is to give each
VM the illusion of having the resources of a complete phys-
ical machine at its disposal, while these resources are really
only subsets of a physical machine. Processing capacity is
one of those resources, thus each of the VMs should receive
a proportional share of the total processing capacity.

Ideally, this share would be evenly distributed over time,
however, with a single processor1, a virtual machine sched-
uler can only allocate time periodically to the VMs in units
of finite time slices, so the actual relationship between the
VM’s execution time and real world time can only approx-
imate this idealised behaviour (see the solid lines in Figure
1).

1or, more generally: when the number of VMs exceeds the number of
processors
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Figure 1. VM execution time vs. real time.

To estimate the impact of virtualisation on the temporal
behaviour of processes that run inside a VM, we consider
a simplified example: We assume a system with N VMs,
all of which are periodically active for the same duration,
Tvm. The time it takes to switch between VMs is consid-
ered to be constant, Tsw. The period of the VM schedule is
p = (Tvm + Tsw) · N . Every VM experiences a ”blackout
period”, i.e. a periodically repeated interval of inactivity
where none of its processes can run. The duration of this
time interval is:

Tdel = Tvm · (N − 1) + Tsw · N (1)

Since we can not expect process activity inside the VM
to be correlated with the VM scheduling cycle, we must as-
sume that this ”blackout” can hit a process at an arbitrary
point in time: if, for example, it occurs between a process’
arrival time and its start time, then the process’ response
time is increased by Tdel, which implies that the process’
jitter, i.e. the worst case distance between a process ar-
rival time and its start time is also increased by Tdel. If the
”blackout” occurs while a process is running, then its com-
putation time will be increased by Tdel, so any deadline the
process has to meet must be increased by the same amount.
Thus, virtualisation has an impact on all process parameters
which describe its real-time performance.

To reduce this impact, it would obviously be desirable to
make the per VM time allocation, Tvm as small as possi-
ble, but there is a practical limit due to the inherent cost of
switching between VMs: The context switching time Tsw

remains constant (it is basically a hardware property). Thus,
when making Tvm smaller, more time is wasted by con-
text switches. The relative performance overhead caused
by switching between VMs is

Uvm =
N · Tsw

N · (Tvm + Tsw)
=

Tsw

Tvm + Tsw
(2)

Thus, the worst case impact Tdel expressed by context
switch time and overhead is:

Tdel = Tsw +
Tsw · (N − 1)

Uvm
(3)

(In this equation, the context switch time is a property
of the computing hardware, while the acceptable switching
overhead would be up to the system designer to decide.)

Comparing this to the situation of a real-time system that
runs on a real machine instead of a virtual one reveals a
severe drawback: Here, the achievable response time and
jitter are directly limited by the context switch time, Tsw.
Therefore, the relative impact of virtualisation on worst case
response time (and also jitter) of a VM-hosted system, i.e.
the ratio between the worst case response time of a virtu-
alised program and that of a non-virtualised, but otherwise
equivalent program, is:

Tdel

Tsw
= 1 +

N − 1
Uvm

(4)

To give a realistic example: A system with three VMs
and an accepted switching overhead of 5% will exhibit a
worst case latency which is 41 times higher than that of an
otherwise equivalent, non-virtualised system. This impact
is quite severe, nevertheless, it is bounded.

4 Experiment: Xen

In order to obtain a realistic picture of the real-time func-
tionalities that current virtualisation systems are able to pro-
vide, an experiment was made with the Xen virtual machine
monitor: A Xen system hosting two virtual machines was
configured. The first VM (”Dom0”) hosted a typical Linux
System, while the second VM (”DomU”) hosted a periodic
real-time process. This real-time process was programmed
to cause a constant load, i.e. to actively consume – in the
shown case – 60% of its time slice. The period of the real-
time process was varied in steps, while the Linux system in
Dom0 was kept either idle or fully loaded by an application
program (busy loop). In this configuration, the latency of
the real-time process was measured.

Figures 2 and 3 show the results of the experiment. The
line indicated as ”limit” shows the borderline above which
the sum of the measured latency and the real-time process’
execution time is greater than its period. For all points
above this line, the deadline has been exceeded, i.e. real-
time requirements can not be met.

The measured latencies appear2 to be bounded, implying
that real-time operation is possible in principle. However,

2This is only an experiment, not a proof
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Figure 2. Xen process latency (Linux idle).
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Figure 3. Xen process latency (Linux busy).

the observed latency values exceed those of contemporary,
non-virtualised real-time systems by roughly three orders of
magnitude.

Moreover, a comparison of figures 2 and 3 demonstrates
that, even though the domains may be spatially decou-
pled, there is clearly a strong temporal dependency between
them: wether the Linux system in Dom0 was idle or busy
had a strong impact on the temporal behaviour of the real-
time process in DomU.

5. Requirements for real-time virtual machine
scheduling

In section 3, we estimated the impact of virtualisation on
critical real-time properties of processes such as response
time, jitter and worst case computation time. This im-
pact turned out to be quite extensive, nevertheless, it is a
bounded value. The experimental data shown in section
4 confirm this assertion qualitatively, although the values
measured for the Xen virtual machine monitor are even
worse than what our simple model would have predicted.
At any rate, we can say that programs running in a virtual-
isation environment are in principle able to meet real-time

requirements, however, their real-time performance as mea-
sured by jitter and shortness of the deadlines a system is able
to meet, will always be worse than that of an equivalent pro-
gram running on a physical machine by several orders of
magnitude.

Whether or not this is acceptable depends on the require-
ments of the real-time application (e.g. the process being
controlled). There are many practical use cases where re-
sponse times and jitters in the range of tens or hundreds of
milliseconds are perfectly adequate. Such applications can
thus be straightforwardly executed under a virtualisation en-
vironment. However, especially in the fields of automotive,
avionics or industrial control, there exist many applications
for which such latencies are simply unacceptable.

If virtualisation is to succeed as a generic approach to
embedded system consolidation, the requirements of such
high-performance real-time applications have do be consid-
ered. Summarising the requirements outlined in section 2,
a virtualisation system should be prepared to handle three
conceptually different classes of processes: time-driven and
event-driven real-time processes as well as non-real-time
processes. The functionalities that these process classes re-
quire their operating system to provide are largely (though
not entirely) orthogonal. Although it is conceivably pos-
sible for an operating system to support typical real-time
as well as non-real-time functionalities with a single pro-
gramming interface, such a system will in practice tend to
be either unnecessarily complex or to be insufficient from
either the real-time or the non-real-time perspective. There-
fore, in a virtualisation environment, whose main ability is
to support multiple operating systems, each class of process
should be able to use its own, dedicated operating system
interface. Therefore, our approach assumes that different
process classes will each exist in separate VMs: We assume
that a virtual machine environment for embedded systems
will have to schedule VMs which are explicitly time-driven,
event-driven, or non-real-time VMs as a whole. For each
VM class, different requirements are to be fulfilled by the
VM scheduler:

1. Determinism: For time-driven processes to be able to
execute at their predetermined points in time their VMs
must be active whenever any of them is active, i.e. the
VM schedule must be matched against the schedules of
the time-driven processes. More formally, with σi(t)
being the schedule for the processes of the i-th VM
and with σi(t) �= 0 for any point in time t when any of
its processes is running, the VM schedule for all time-
driven VMs is:

σvm(t) =
{

i, ∀t ∈ R+, i ∈ N+, σi(t) �= 0
0, ∀t ∈ R+, i ∈ N+, σi(t) = 0 (5)

11.-12. Februar 2008 / PC², Universität Paderborn 1. GI/ITG KuVS FG Virtualisierung

Seite 6



1
(t)

1
2
3

2
(t)

1
2
3

3
(t)

1
2
3

t

t

vm
(t)

1
2
3

σ

σ

σ

σ

t

t

Figure 4. ”Enclosing” VM schedule for time-
driven virtual machines.

i.e. the VM schedule ”encloses” the time-driven
schedules of the VMs (see Figure 4). This assumes that
the time-driven schedules do not overlap. Also, if they
are periodic (as they are in most practical cases), they
must all use the same period. Since all time-driven pro-
cess schedules are predefined, the same also applies to
the enclosing VM schedule: The schedule for the time-
driven class of VMs must be strictly a function of time
only.

2. Responsiveness: For event-driven real-time pro-
cesses, the prime requirement is their ability to react
on an external event within a deterministic (and prefer-
ably short) amount of time. However, if the process
handling such an event runs within a VM, its reac-
tion can only take place while that VM is active. With
VMs being activated cyclically according to a prede-
fined schedule as the previous requirement demands,
the considerations of section 3 apply here, i.e. worst
case response time, worst case computation time and
jitter are predictable, but they may simply be too long
in some situations. These potential problems motivate
a second requirement, namely that there should be a
way at least for select, privileged VMs to respond to
events outside of the time-driven schedule, i.e. to pre-
empt the currently running VM.

3. Dynamic re-allocation of excess computing time: In
real-time scheduling, it is generally necessary to al-

locate time to processes according to worst-case as-
sumptions. However, worst-case scenarios only apply
rarely and in the average case, real-time processes of-
ten have more than sufficient time to complete their
jobs. As a result, real-time systems tend to exhibit a
low average processor utilisation. This is considered
to be the ”price of real-time”. But if there also exist
non-real-time processes in the same system, these ex-
cess computational resources could be put to good use
by passing them on to those non-real-time processes.
Since we assumed above that real-time and non-real-
time processes exist in different VMs, the virtual ma-
chine scheduler would be the place to implement this
dynamic time re-allocation policy.

6 Approach

The first of our requirements (maintaining a determin-
istic VM schedule) is straightforwardly accomplished by
using a strictly time-driven scheduler: Every VM is stati-
cally assigned an individual time slice. The virtual machine
scheduler periodically executes each VM in turn for the du-
ration of their respective time slices.

In this way, VMs receive fixed amounts of processing
capacity at predefined points in time. Thus, they are able to
schedule time-driven real-time processes themselves. How-
ever, if a VM has no runnable processes during its active
time slice, or if its processes have completed before the time
slice is over, it can not simply do a switch to another VM,
because that would destroy the temporal determinism. All
it can do is ”burn away” the unused time. Figure 5 shows
an example: The VM schedule σvm(t) assigns time slots
to three VMs. These time slots are dimensioned accord-
ing to the VM’s respective worst case computation times,
Twce1, Twce2 and Twce3. Since these are worst case times,
the actual execution will usually finish earlier. In Figure 5,
αvm(t) shows an example of the actual VM activities. The
accumulated unused computation time is shown in Figure 5
as eexc(t).

To enable re-use of these excess processing capacities,
we combine time-driven scheduling with priority-based
scheduling: In addition to a time slice duration, we also
assign a priority to each VM. To all the time-driven real-
time VMs, we assign (possibly different) mid- or high-level
priorities. We continue to switch between these VMs ac-
cording to a strictly time-dependent schedule. All non-real-
time VMs are assigned the same low-level priority. Switch-
ing between these VMs is done by a classical round-robin
scheduler to achieve load balancing. Thus, whenever the
currently active time-driven real-time VM has no processes
to run, it can sleep for the rest of its time slice, effectively
passing its excess processing time to all low priority (pre-
sumably non-real-time) VMs, which will share it evenly.
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Figure 6 shows an example: The low-priority VM schedule
(λvm(t)) is activated whenever time is not allocated to or
used by the mid- and high-priority VMs. This accomplishes
our third requirement.
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VM activity

    VM 
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Figure 6. Combined time and priority-driven
scheduling.

In order to prevent starvation of the non-real-time VMs
in cases where the real-time VMs actually do consume all
of their allocated time, we can assign a certain minimum
time allocation to the non-real-time VMs, simply by leaving
a portion of the time-driven scheduler’s cycle unallocated.
Figure 6 also shows this: In this example, the non-real-time
VMs will always have at least a time of Tnrt at their dis-

posal.
With the features introduced so far, an event-driven real-

time VM that needs to activate processes in response to
asynchronous events can only do so during its allocated
time slice. As explained earlier, this leads to rather long
worst case response times and jitter. The effects can be re-
duced to some extent by invoking the VM at a higher rate,
either by increasing the cycle frequency, or by allocating
multiple time slices per cycle to the response-critical VMs.
However, the resulting frequent context switches cause in-
creased overhead.

If the requirements regarding response time and/or jit-
ter can not be met using these methods, the one remain-
ing possibility is to assign a sufficiently high priority to the
VM in question, thus enabling it to preempt other, lower
priority VMs at any time. Such a feature must be used
with care, though, because high priority VMs effectively
”steal” their processing time from whichever other VM hap-
pens to be active at the time the triggering event occurs.
In a worst-case scenario, all high-priority VMs that exist
in the system could be triggered at the same time, so the
worst case amount of ”stolen” time would be equal to the
combined worst-case computation times of all high-priority
VMs. This potential amount of time that may possibly be
consumed by high-priority VMs must be known in advance,
and it must be bounded. Therefore, only a select group of
well-trusted VMs whose worst case computation times are
known can be granted the privilege of a high priority. To
compensate for the potential loss of time, all lower priority
real-time VM’s time allocations must be increased by this
worst-case time amount. If this rule is obeyed, the mid-
priority VMs will be able to meet their deadlines even in
the presence of high-priority event-driven VMs. However,
they will also exhibit increased jitter. Despite its slightly
unattractive properties, we feel that the concept of high-
priority VMs is generally needed to enable fast, determin-
istic reaction to external events (i.e. interrupts). It satisfies
our second requirement.

The problem is actually a classical example of the di-
chotomy between the time-driven and the event-driven ap-
proach: whenever both are combined in a system, one of
them has to be given precedence and as a consequence, the
other is destined to perform poorly. This cannot be solved in
a single processor environment. Nevertheless, our approach
is flexible enough to allow the choice of precedence to be
made individually for every time-driven virtual machine:
Since every VM (whether time-driven or event-driven) can
be assigned an individual priority level, every time-driven
VM is able to select the event-driven VMs which are able
to preempt it, simply by choosing an appropriate priority for
itself with respect to the priorities of the event-driven VMs
in the system.

Whether or not use of this functionality is necessary de-
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pends on the potential delay in response time that a given
application can tolerate and also on the switch rate that the
system can achieve while maintaining an acceptable over-
head. This overhead is partly a feature of the underlying
computer architecture3, but it also depends on the effective-
ness of the scheduling mechanism. In the next section, we
describe a practical implementation of the methods outlined
so far.

7. Implementation

The scheduling method outlined in the previous section
is in practical use today as part of ”PikeOS”, a commercial
product [5]. PikeOS is a microkernel-based runtime envi-
ronment targeted at embedded systems. It is able to host
multiple real-time and non-real-time guest operating sys-
tems, guaranteeing to each of them their own set of tempo-
ral as well as spatial resources. The system uses only a very
small amount of trusted code (mainly the microkernel) to
implement this separation policy.

The PikeOS microkernel is conceptually based on the
ideas introduced by Jochen Liedtke’s microkernel L4 [6, 7]:
Activities are represented as threads and each thread is
linked to a ”task” which serves as a container for rights
to access different kinds of resources. All threads that be-
long to a given task have access to these resources. Similar
to L4, threads are assigned a static priority level, but un-
like L4, they are also grouped into sets which we refer to
as ”time domains”, τi. The microkernel supports a config-
urable number of such time domains. Each of them is repre-
sented in the microkernel as an array of linked lists (called
ready queues), with one list per priority level (see Figure
7). Threads that have the same priority level are linked into
the same list in a first in/first out manner. The thread at the
head of the list is executed first. When a thread blocks,
it is appended to the end of the list. So, within a time
domain, there is a typical, priority-driven scheduling with
round robin scheduling between threads at the same prior-
ity level, as it is used in many real-time operating systems
today. However, unlike those systems, the PikeOS micro-
kernel supports multiple time domains instead of just one.
Threads can only execute while their corresponding time
domain is active, regardless of their priority. If we cycled
through the time domains, activating each one at a time for
a fixed duration, we would obtain the exact behaviour of an
ARINC 653 scheduler as described in [1]. But in contrast
to this, the PikeOS kernel allows two of the time domains to
be active at the same time:

• The first time domain, τ0 plays a special role in that it
is always active.

3Depending on cache and TLB structure, the cost of a context switch
can vary significantly between different architectures.

• Of all other domains τi(i �= 0), only one can be ac-
tive at a time. The microkernel provides a (privileged)
system call to select the currently active time domain.
Switching happens cyclically, according to a precon-
figured, static schedule.

The microkernel scheduler always selects for execution
the thread with the highest priority from the set union of τ0

and τi. Figure 7 shows the principle.

τN−1

τ1

τ0

prio

prio

prio

switch_domain()

.................

.............
.....

.....

.............
.....

.....

.............
.....

.....

0

1

2

N−2.....
N−1

prio>? dispatch

Ready queues

Figure 7. Principle of implementation.

In this picture, switch domain() is a microkernel
function that selects one of the domains τi(i �= 0) to be the
currently active one. The threads have different semantics,
depending on their priorities and on their time domain:

• τi(i �= 0): The totality of all threads in the currently
active ”foreground” time domain cyclically receives a
fixed amount of time. Generally, these threads will be
configured to have a mid- through high-level priorities
(though this is technically not a requirement).

• τ0: The semantics of the threads assigned to τ0, the
”background” time domain depend on their respective
priorities. Usually, these will be either below or above
those of the threads in all the possible forground time
domains τi(i �= 0).

– Low-priority threads within τ0 will receive the
processing time that was assigned to, but not used
by the mid-priority threads in τi. All non-real-
time VMs are therefore implemented by threads
running at the same, low priority in τ0. Since
their priorities are equal, they run under a round
robin scheduler, sharing their amount of compu-
tation time evenly.

– High-priority threads in τ0 can preempt any low-
or mid-priority threads at any time. This is
used to implement the event-driven, high-priority
VMs described in the previous section.
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The microkernel implements only the mechanism4 to se-
lect one of the time domains as active foreground domain.
The policy part of deciding which of the domains is acti-
vated when is left to the user level. This can be done by an
interrupt handler thread which runs at a high priority in τ0.
In a typical configuration, this thread gets activated by an
external one-shot timer whenever the timeslice of the cur-
rently active foreground domain has expired. It then acti-
vates the next time domain, re-programs the one-shot timer
to trigger an interrupt when the next domain’s time alloca-
tion expires and then waits for the interrupt. However, this
is only one possible example: Since it is implemented at
the user level, the domain switching policy can easily be
replaced without any changes to the microkernel.

Some initial experiments with a PowerPC platform5 have
shown worst case context switch times to be in the range of
25μs. Therefore, if an application can live –for example–
with a context switch overhead of 10%, minimum per do-
main time allocations can be made as low as 225μs.

8. Conclusion and outlook

In this paper, we estimated the impact of virtualisation on
the real-time properties of programs and we analysed the re-
quirements for using virtual machine schedulers in embed-
ded systems. Looking at the Xen virtual machine monitor as
an example, we showed that it does not fulfil these require-
ments and is thus of limited use in its current form. We out-
lined a scheduling method for switching between VMs with
varying degrees of real-time requirements. This method en-
ables hard real-time and non-real-time virtual machines to
coexist both safely and effectively in a single machine.

Current research aims at extending the scheduling
method for use in both multiprocessor as well as dis-
tributed systems. This opens up a number of interesting
new prospects:

• Separation of time-driven and event-driven real-time
programs: The presented method can alleviate some of
the problems that tend to emerge whenever time-driven
and event-driven programs are mixed. Yet, as we have
seen, it can not completely eliminate those problems.
They could be solved, however, in a multiprocessor
system by binding the time-driven and event-driven
threads to separate processor cores.

• Coscheduling of parallel applications: Parallel pro-
grams execute as multiple, tightly interacting threads.
In order to live up to their potential, these threads need
to execute at the same time on different processor cores
[8]. The system should support this by identifying

4Called switch domain() in figure 7
5Motorola MPC5200 at 400 MHz.

threads which are part of a parallel program and by
ensuring that they are always executed simultaneously.

• Coscheduling of distributed applications: In a dis-
tributed system, there is often a need for multiple pro-
grams residing on different nodes to act synchronously.
From the scheduler’s point of view, this is similar to the
coscheduling of a parallel program’s threads, except
that here the threads exist on different nodes. There-
fore, the schedulers on all the nodes in the distributed
system need to have a common notion of time. Fur-
thermore, the communication channels used by the
threads to interact with each other need to be taken into
consideration when making scheduling decisions. So,
in addition to temporal and spatial resources, the sys-
tem will also have to provide guaranteed communica-
tional resources (e.g. network bandwidth) to its VMs.
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Abstract 

 
This article introduces architectural-wise the Multi 

Root I/O Virtualization (MR-IOV) approach as being 
released by the PCI-SIG® group. It also prospects 
about technical advantages, weaknesses and 
respective implications coming along with technology 
adoption especially to blade server systems. 
 
1. Introduction 
 

Server Virtualization these days gets high 
awareness in the industry, as the technology brings 
significant benefits in respect to hardware resource 
utilization, security of operation, re-locatability and 
availability of complete OS installations. 

HW technologies in chipsets and CPU’s have been 
introduced in the last years, to simplify and to improve 
efficiency of Virtual Machine Management Software. 
Significant hardware technology milestones in the 
evolutional process of improving performance and 
security of virtual operation have been introduced: 

• Instruction Set architectural extensions for virtual 
operation to the processors  

• Memory Management Unit (MMU) Extensions 
supporting concurrent multiple virtual System 
Image (SI) operation 
 

Improved hardware resource utilization, better power 
utilization, possibilities to migrate system instances to 
different hardware platforms are main features driving 
the demand for server virtualization. Still a 
fundamental pain to widely deploy Virtual Machines 
in datacenters is I/O performance.  

In virtualized environments, multiple Operating 
System Instances (SI’s) may share single physical I/O 
endpoint devices. Virtual Machine Management 
Software has to handle and to switch all data and 
message transfers between different Guest OS’s and 

their assigned I/O devices. This is very time 
consuming, especially as the Virtual Machine 
Management Software has to ensure communication 
stream protection among separate virtual System 
Images for data and message transfers. 

In early 2007 the PCI-SIG® group has introduced 
a Single Root IO Virtualization Specification (SR-
IOV) with the intention to address the respective I/O 
performance and security issues. A set of architectural 
elements has been specified to lower latency, to lower 
effort and to improve security for I/O data and 
message transfers in virtualized system environments. 
Major functional elements of the SR-IOV specification 
to improve I/O performance in virtualized 
environments: 

• Address Translation and Protection Table (ATPT). 
An IOMMU which ensures that traffic initiated by 
a certain I/O device can access memory regions of  
the associated System Image, only. 

•  Multiple Virtual Functions (VFs) associated with 
an I/O device Physical  Function (PFs), to offer 
improved sharing capabilities for an I/O endpoint 
device  

The implementation of SR-IOV architectural elements 
does enable a platform for direct communication 
between guest operating systems and their assigned 
I/O device functions. The Virtual Machine 
Management (VMM) software does not need to handle 
all kind of I/O traffic between guest OS and I/O device 
any more.   
    Beyond SR-IOV specification, the PCI-SIG® is 
now going to introduce architectural enhancements 
which intend to offer further possibilities to 
consolidate I/O infrastructures. This technology might 
fit well to Blade server systems, which host multiple 
root complexes within a single chassis enclosure. An 
initial revision of a“Multi Root I/O Virtualization 
Specification” (MR-IOV) is under work by the PCI-
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SIG® group. The MR-IOV specification defines 
mechanisms which will allow sharing of physical 
PCIe endpoint devices among multiple System Images 
(SI’s), running on multiple physical Server Systems. 
 
2. Present Techniques of  I/O 
Virtualization in Server Systems 
 
2.1 SW based Virtualization of Server I/O 
Infrastructure 
 

In traditional server configuration, PCIe endpoint 

devices are under control of the Virtualization 
Intermediary (VI).  All I/O that is coming from the 
various System Images (SI), is switched and managed 
within the Virtual Intermediary (VI), which takes full 
responsibility for all I/O related actions. 

 
The VI has to ensure that application specific I/O data 
and message transfer needs to be isolated between 
different applications for security reasons. 
 
Compared to native Server System installations, 
virtualized servers show basic I/O performance issues 
as there is need to handle several tasks in the VI by 
software. E.g. for storage traffic a VI needs to copy 

and to protect outgoing block transfers from a Guest 
SI into the VI. The VI needs to switch storage data 
transfers among multiple SI’s then. For incoming 
traffic the VI has to figure out about incoming 
destination addresses and to copy blocks of storage 
data into the right destination guest SI then.  
     To consider latency impact we did look at response 
times for block I/O read requests in different kind of 
virtualized environments. The lowest storage block 
transfer latency impact due to virtualization has been 
observed running a scenario with para-virtualized 
drivers on guest OS’es. 

 
Figure 2: Virtualized Storage Data Access 

 
The chart below compares average response times for 
a 512 byte block read (non-random) from storage in 
virtualized scenario against response times in a native, 
non virtualized configuration. 
 

Average Access Time for a 
512 Byte Block Read from Storage (ms)

0 0,1 0,2 0,3 0,4 0,5

Native

Virtualized

 
Figure 3: Block Read Access Times 
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For larger packet sizes the relative latency difference 
between native and virtualized access will be lower. 
However, as for LAN access lots of small packets are 
to be transferred, the latency impact of virtualization 
limits network performance significantly. To address 
above like shown I/O access latency issues the PCI-
SIG® has introduced multiple functional elements in a 
Single Root IOV Specification. 
 
2.2 Single Root I/O Virtualization (SR-IOV)  
 

Single-Root I/O Virtualization, as being specified 
by the PCI-SIG®, provides mechanisms to share 
physical PCIe endpoint devices among multiple SI’s. 
The Advantage of SR-IOV over software based I/O 
virtualization is that there is no more need to manage 
all I/O traffic between SI and PCIe device through the 
virtual intermediary.  

 

 
Figure 4: SR-IOV Functional Extensions 

 
 SR-IOV capable PCIe devices will offer within a 

single physical device a single physical function (PF) 
and multiple virtual functions (VF’s). A VF within a 
PCIe device can be assigned to a related System 
Image. I/O data transfer between SI and related VF in 
a PCIe device can be handled directly without any VI 
interference. 

Allocation of a VF in a PCIe device is done by a 
Single-Root-PCI Manager (SR-PCIM), which is part 
of the VI. A hardware based address translation and 
protection infrastructure as specified in the SR-IOV 
specification will ensure that VF initiated memory 
access may reach memory areas of the related SI, only.  

Due to performance and security aspects being 
addressed by the SR-IOV specification, it looks that all 
major vendors of CPU, Chipset and I/O-Device 
technology will provide sooner or later SR-IOV 
technology within their products. Different parts of 
that technology are going to be introduced under 
company specific trademarks, names and 
specifications which make it difficult to keep an 
overview. The address translation and access 
protection mechanisms e.g. are going to be introduced 
by Intel as “Virtualization Technology for Directed 
I/O, VT-d”. AMD has introduced functional similar 
parts under the name “Rapid Virtualization Indexing 
RVI”. RVI is part of AMD’s overall Virtualization 
Technology being entitled “AMD-V”. Technical 
details of AMD’s implementation have been disclosed 
as “IOMMU Architectural Specification”.  
 
3. Technical Introduction to Multi Root 
I/O Virtualization (MR-IOV) 
 
    Beyond SR-IOV the PCI-SIG® is going to release a 
Multi Root IOV MR-IOV specification which enables 
I/O infrastructure consolidation in server system 
enclosures containing multiple PCI root complexes. 
MR-IOV supports sharing of PCIe endpoint devices 
among multiple physical servers. MR-IOV as being 
specified by the PCI-SIG®, will allow omitting PCIe 
devices from a physical server motherboard to save 
costs, power and space. Instead a software-transparent 
PCIe interface will be exposed from the physical 
compute node to access an external PCIe fabric, which 
provides access to sharable PCIe endpoint devices. In 
this approach, the virtual hierarchy of each host 
extends through the fabric to each PCIe endpoint 
device. A MRA-IOV (Multi Root Aware IOV) switch 
contains a virtual fan-out switch routed to each host 
port. Transaction layer packets are routed through the 
RC to PCI endpoint devices without any changes, 
which allows end to end data transport integrity check. 
The multi root fabric is software transparent only after 
a management and configuration agent, called MR-
PCIM (Multi Root PCI Manager), has configured the 
fabric and coordinated sharing of I/O devices by 
dealing with resource assignment and allocation. Once 
this is done, each host may enumerate its own virtual 
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hierarchy and configure the virtual I/O devices 
allocated to it by MR PCIM using standard PCIe 
enumeration software. Device drivers may need minor 
tweaks but no architectural changes to support MR-
IOV. 
 

 
Figure 5: MR-IOV Infrastructure Overview 

 

4. Prospects, Weaknesses and Implications 
upcoming with MR-IOV 
 

The discussed aspects in this chapter may give an 
impression about possible implications of an MR-IOV 
technology adoption to blade server systems.  
Investigations just have started. Final conclusions 
can’t be given, yet. 
 

The advantage of MR-IOV is that it will allow 
omitting I/O-devices from a server module, 
particularly those for storage and networking. Instead 
PCIe interfaces coming out of CPU and Chipset are 
routed directly to a software-transparent PCIe switch 
fabric which forwards the I/O traffic to the PCIe 

endpoint devices. Below in this article we consider an 
adoption of MR-IOV technology to Blade Server 
Systems and will compare features then against the 
conventional I/O infrastructure of Blade Systems. We 
look especially at Blade Server Systems, as the MR-
IOV approach seems to match well with Blade Server 
System architectures, enclosing Multiple physical 
Roots at high density packaging. 

 

 
Figure 6: Conventional Blade Infrastructure 

 
Above example of Conventional Blade Infrastructure 
implementation shows 16 Blades, each having a dual 
channel 10Gb NIC and a dual channel FC Adapter 
populated and being connected to redundant FC and 
LAN Switching Modules. By having a PCIe fabric in 
the MR-IOV approach, like shown in the picture 
below, there will be no more need to have separate 
types of fabrics for storage and LAN within a single 
blade chassis enclosure. Two PCI Fabrics are still 
employed in below example to ensure fabric 
redundancy. 
 

 
Figure 7: MR-IOV Blade Infrastructure Example 
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4.1 HW Cost Advantages by MR-IOV 
 

The native capability of MR-IOV to share I/O 
Devices will reduce Blade Box Entry Costs. Even for 
typical configurations it looks that the End User Price 
for hardware will be lowered by making use of the 
MR-IOV approach.  

 
PCIe Cards: Typically the ratio of downlink ports 

to uplink ports for switches is in the range of 3 to 5. 
As MR-IOV is making use of fractions (VFs) of 
adapters and doesn’t require FC and LAN adapters per 
each blade, the overall PCIe adapter costs are expected 
to be a third to a fifth compared to the conventional 
approach, only. Looking at a time frame from 2009 to 
2011, the costs for FC and 10Gb Ethernet PCIe 
adapters are assumed to remain a significant portion 
of the blade total system costs. 

 
Switches:  For a blade system which offers MR-

IOV infrastructure, there will be no more need to 
adopt different kind of switch modules for different 
interface technologies like 1Gb LAN, 10Gb LAN and 
4/8Gb FC to the blade housing. There will be also no 
more need to adopt specific switches to blade boxes, 
which offer e.g. unique LAN manageability features. 
As PCIe remains to be switched only within a blade 
box, the MR-IOV approach will give more flexibility 
in configuring type and throughput of I/O devices, 
while requiring a less number of switch module types. 
This will simplify I/O infrastructure and reduce 
generic blade box costs. To offer variable I/O traffic 
bandwidth per blade, PCIe switch units for different 
port width (PCIe x2, x4, x8, x16) operation might be 
required. 

If we try by now an early estimation about HW 
costs for MR-IOV like PCIe HW switching in 
comparison to HW costs for a conventional LAN and 
FC switching infrastructure in a blade box, we expect 
to see cost advantages for the MR-IOV approach, 
assuming alike performing solutions. Of course there 
is need to dig into this more deeply based on more 
specific plans of implementation.   
 
4.2 Performance  
 

If we look at below shown elements affecting 
throughput and latency of I/O traffic within a blade 
box, the HW internal implementation of SWITCH 
devices will be of major relevance, comparing a 
“Conventional” against the MR-IOV approach.  

Figure 8: Blade Box IO Traffic Transfer Latencies 
 
Latencies: The implementation of Physical Layer 

packet routing, congestion and buffer resource 
management within a switching chip device will 
finally make the difference in transport latency over 
the switch device.  

For low workload conditions we wouldn’t expect to 
see a significant packet transfer time difference, 
comparing an MR-IOV switch device against a 10Gb 
Layer2/3 LAN or even against a FC switch. To rate 
about packet transport delay at heavy workload 
scenarios, it will be essential to look at the very details 
of a switching device implementation.  
 
  Throughput: The MR-IOV approach allows 
assigning multiple I/O endpoint devices to a certain 
blade. This makes it possible to provide high I/O 
device bandwidth to individual blades. However, the 
maximum I/O bandwidth per blade will be limited by 
the number of wires and by the bandwidth per wire 
connecting blades to the I/O switch fabrics. 
    The actually released PCIe standard Revision 2.0, 
specifies per signal pair a maximum data rate of 
5Gb/s, which is half of the speed, at which 10Gb LAN 
traffic is transferred per PCB routed copper wire pair 
(10GBASE-KR) in Blade systems today. Ethernet 
physical layer transfer speed per wire will continue 
being ahead against the per wire data rate of PCIe over 
the next few years even if  PCIe physical layer speed 
will catch up in the next two years. 
    All this means that in the MR-IOV approach, 
roughly speaking a 1.5 times number of wires between 
switches and blades will be required to offer alike 
bandwidth against the conventional approach. 
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4.3 Power 
 
    As the I/O resource sharing capability of the MR-
IOV approach typically reduces the required number 
of PCIe endpoint devices to a third till a fifth, the 
power saving will be significantly. Assuming a power 
consumption of 15 Watt per typical LAN or FC PCIe 
Card, an adoption of the MR-IOV approach could easy 
save 300 Watt for a fully stuffed Blade Box.  
 
4.4 Not yet covered by the MR-IOV Spec. 

Host to Host Traffic: The initial available MR 
IOV specification does not specify a mechanism for 
host-to-host communications. It looks that this 
complex and controversial feature was omitted to get 
the initial revision of the specification closed. 

 
Figure 9: Host to Host Communication 

For “High Availability” and “Load Balanced” 
Server System Configurations as well as in the High 
Performance Computing Market (HPC), clustering of 
servers has become usual. Various implementations 
for clustering of servers using different hardware 
interconnect interfaces as well as using different kind 
of software infrastructure models do exist. 

Especially for blade systems it is a pity that the 
industry could not agree on a common standard to 
enable server clustering over cheap, low latency PCIe 
connections at high bandwidth.  Of course there are 
traditional ways to cluster Blades e.g. by going 
through NIC devices. But this is less performing and 
more expensive in various matters is it could be by 
having  respective specification in the MR-IOV spec.  

 

4.5 MR-IOV Specification Standard 
 
There are various aspects which need to be 

considered if it comes to the implementation of MR-
IOV in the server environment. There is to mention 
the ongoing certification process for MR-IOV. Until 
the final specification isn’t available there is some 
uncertainty about implementation details. However 
with the release of 0.9 almost all major topics are 
addressed. First prototypes can be built on that 
specification. We expect the final release of MR-IOV 
by the PCI-SIG® in Q1/08.  

By making extensive use of 1st prototypes we 
have to learn more about the implementation in real 
server scenarios. In this sense the MR-IOV 
specification is just the framework for shared I/O 
realization. The specification itself allows different 
types of implementation at the Server, PCIe Controller 
and Management side. We have to research 
dependencies and opportunities of the shared MR-IOV 
approach along with the virtualization aspects. This 
includes topics like I/O stream prioritization and 
congestion management in the PCIe environment 
which will be shared between different virtual 
identities and even different physical servers.  

 
• What type of interference in real server scenarios 

may or will happen?  
• Will the VMM community support special 

features like VF migration or hot plugging?  
• What type of interaction is required between the 

SR-PCIM and MR-PCIM?  
• How to automate I/O assignment on application 

demand in virtualized and in non virtualized 
environments?  

 
All these aspects are mentioned but not restricted by 
the MR-IOV specification and will allow vendor 
specific implementations. This can be seen as threat as 
well as a chance to get an MR-IOV ECO system 
established. 
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5 Added Values for Customers 
 
The MR-IOV approach provides some new 

thoughts of how servers can be efficiently connected to 
the outer world including I/O management while 
keeping the current PCIe Controller environment.  
The next chapters will show some of these ideas with 
respect to added value for end customers. 
 
5.1 Motion of Server Environments 

 
New virtualization features like Xen-Motion or 

VMotion allow movement of virtualized environments 
beyond server borders. To make that efficient it is 
useful to prepare and manage I/O identities like MAC 
or WWN as well as connection parameters.  Both the 
I/O identity and the connection parameters like 
necessary interfaces and throughput requirements can 
be efficiently assigned in combination with the MR-
PCIM. It will be possible to discover conceivable 
destination I/O capabilities before movement takes 
place. This is possible without interference to running 
environments. Even a running server isn’t required to 
get the I/O capabilities of a server connected to a MR 
switch. All this can make movements of virtualized 
System Images (SI) in the data center more reliable 
and flexible with respect to the related I/O.  
 
5.2 Flexible Assignment of I/O  

 
In today’s server environment the I/O is fixed 

assigned to each server due to the physical placement 
of PCIe Controllers in the corresponding server I/O 
slots. The amount of available I/O slots and the type 
(FC,LAN,SAS etc.) of IO also defines possible use-
cases for that server. Because I/O-Slots are expensive 
in terms of necessary space, power and money, the 
amount of available slots is therefore limited. As a 
consequence the customers need to decide very early 
in his decision process for what purpose the dedicated 
server will be used. Changes over lifetime are difficult 
and cause significant service effort. There is of course 
still some flexibility coming along with available PCIe 
slots but especially for small servers with one or two 
PCIe slots it is rather stiff than flexible.  
With the MR-IOV model it will be simple for the 
customer to add or remove I/O devices (FC, LAN, 
SAS etc.) to each connected server based on what the 
application requires. The server I/O capability itself 
isn’t any longer limited by the local available I/O slots 
and local plugged I/O controller.  Of course the 
principal I/O potential of a server defined by the 

chipset and the amount of CPU’s memory etc. 
remains.  
 
5.3 Flexible and Remote Administration 

 
Unlike today’s I/O administration the MR-IOV 

approach allows flexible reaction on I/O problems like 
bottlenecks, broken connections etc. Each I/O 
connection to each server can be administrated 
without the need to handle physical PCI-cards in the 
data center. The administrator will simply be able to 
manage I/O connections from his desk. If the 
application runs in throughput limitations or another 
type of I/O will be needed, an administrator may 
assign further interface devices just by doing a few 
mouse clicks.  
 
5.4 Redundancy and Services Concepts 

 
Redundancy in the current rack server 

environment is quite expensive. You have to double 
the amount of necessary I/O controllers for each I/O 
type. That might be impossible due to PCIe-Slots 
limitations. The MR-IOV approach will allow 
redundancy via a shared PCIe connection.  
Furthermore the MR-IOV redundancy concept 
requires one VF as spare VF on a second controller 
only.  This will save power and PCIe controllers.  

Due to the MR-IOV redundancy concept, 
controller function faults will not require immediate 
service. It will be acceptable to delay service to next 
business day because the application can run with the 
redundant interface. Even if the complete throughput 
is required it can be smoothly redirected to another, 
e.g. spare PCIe controller to allow running the 
application with full speed.  
. 
5.5 Controller Savings and I/O 
consolidation. 

 
One prerequisite for effective MR-IOV usage 

model is the over provisioning of I/O throughput 
coming along with the newest I/O controllers like 
10GbE or future 40/100GbE and 4/8 or future 16 Gb 
FC. This over provisioning inspires to think about I/O 
controller sharing. In today’s blade environment we 
typically see over provisioning in ratio of 6:1 or 4:1 
between I/O switch downlink ports and uplink ports. 
Depending on the I/O type Ethernet, FC, SAS etc. we 
may see larger over provisioning ratios.  
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5.6 Expected acceptance of MR-IOV 
 
Precondition for MR-IOV to be accepted by the 

industry will be the availability of SR-IOV and MR-
IOV capable devices. Nearly all PCIe controller 
vendors are developing SR-IOV devices.  Looking at 
OS and VMM implementation effort to adopt MR-
IOV, around 90% of the job will be SR-IOV related. 
Because nearly every PCIe controller vendor is going 
to provide SR-IOV capable devices in 2008 we expect 
that OS vendors like Microsoft, Sun or the Linux 
community will integrate necessary drivers in 2009. 

We also think that several PCIe controller vendors 
will recognize the potential coming along with the 
MR-IOV approach.  Even if vendors fear that the PCIe 
device savings due to the MR-IOV approach will harm 
profit, it might be realized also, that the MR-IOV 
approach will ensure a future for the PCIe endpoint 
business at all.  

Finally, the amount of possible savings in power 
consumption and controller costs as well as an 
immediate integration of MR-IOV respective I/O 
management into data-center management tools will 
be key factors for a successful acceptance of MR-IOV 
by the industry.  

 
6. Link Collection 
 
http://www.pcisig.com/home 
http://www.xensource.com/overview/Pages/overview.a
spx 
http://www.vmware.com/vinfrastructure/ 
http://www.intel.com/technology/platformtechnology/ 
virtualization/index.htm 
 
 
Disclaimer: All hardware and software names used 
are trade names or trademarks of their respective 
manufacturers. 
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Abstract

Integrating dynamically reconfigurable hardware into
single or multi-computer environments poses specific re-
quirements to the system designer and to the programmer,
to facilitate high usability and efficiency of these heteroge-
neous systems. In this paper, virtualization methods are an-
alyzed in respect to reconfigurable hardware. Techniques
are described that combine various FPGAs to one large
virtual FPGA including the possibility of dynamically re-
configuring only parts of the virtual FPGA as well as parts
of single FPGAs. Partially changing the system architec-
ture during run-time requires novel design flows and design
methodologies. Appropriate approaches and implementa-
tions are sketched in this paper.

1 Introduction

In this paper we will analyze the benefits and the require-
ments when integrating dynamically reconfigurable hard-
ware into today’s computing environments with respect to
virtualization. Operating system virtualization provides the
illusion of many virtual machines (VM), each running its
own operating system [1, 2]. Therefore, the available re-
sources are shared between the various VMs, giving each
operating system virtually exclusive access to the hardware
infrastructure. Depending on the requirements of the OS
and on the priority of the virtual machine (or the executed
applications) different views concerning the available hard-
ware can be offered to the operating system. This implies
resources like CPU time, memory, and I/O (I/O virtualiza-
tion). In addition to providing access to shared resources,
virtualization is also used to combine distributed resources,
like storage systems, to one large storage system that is eas-
ier to maintain and offers superior performance and relia-
bility.

Reconfigurable hardware can be used to support the vir-
tualization approaches described above. In [20] a Xilinx

Virtex II Pro FPGA (field-programmable gate array), which
includes reconfigurable resources and two PowerPC proces-
sors, is used to support I/O virtualization. Hardware and
software mechanisms are analyzed, that enable concurrent
direct network access by operating systems running within
a virtual machine. The virtual machine monitor (VMM) of-
fers each VM a virtual network interface that is multiplexed
onto a physical network interface card. By utilizing addi-
tional hardware support for virtualization, the authors show
a significant performance improvement compared to a pure
software solution. With the growing need for virtualiza-
tion solutions also the need for hardware support increases.
Here, FPGAs can offer flexible solutions that can be easily
adapted to new requirements. In today’s scenarios FPGAs
are typically used as a low-cost alternative to ASIC (ap-
plication specific integrated circuit) implementations. But
FPGAs offer a much higher potential – a lot of research in
the reconfigurable computing area focuses on dynamic re-
configuration, i. e., the change of hardware (typically FPGA
implementations) during run-time [3, 10, 19].

Dynamically reconfigurable hardware can efficiently
support virtualization environments by adapting to chang-
ing operating conditions. Depending on the actual system
state the same reconfigurable hardware can assist I/O or net-
work virtualization at one time and accelerate an operat-
ing system or an application at another time. Additionally,
due to the inherent parallelism of FPGAs, various hard-
ware accelerators can operate concurrently without affect-
ing one another. Therefore, the integration of FPGAs into
today’s computing environments can offer significant im-
provements in performance for virtualization, for the oper-
ating system, and for the application. Unfortunately, the
integration of FPGAs comes with additional development
cost; efficient implementations typically require an in-depth
understanding of system architectures and of hardware de-
velopment. This is especially true for the utilization of dy-
namic reconfiguration. Therefore, the main challenge is to
efficiently utilize the dynamically reconfigurable resources
and to offer easy to use frameworks that assist the developer
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and that offer transparent access to the additional resources
for the end-user application.

In this paper, we will focus on the efficient utilization
of dynamically reconfigurable hardware. The new concepts
can be used to improve the performance of virtualization
environments as well as of applications – nevertheless they
require additional virtualization effort. The rest of this pa-
per is organized as follows. Section 2 gives an overview
of hardware virtualization in respect to dynamically recon-
figurable FPGAs. In Section 3 principles for the design of
Multi-FPGA systems are discussed. This approach is de-
tailed in Section 4 by adding the opportunity to partially
reconfigure each FPGA in the system for optimum resource
utilization. Finally, Section 5 discusses available high-level
software tools and Section 6 concludes the paper.

2 Hardware Virtualization

In respect to dynamically reconfigurable hardware vir-
tualization is typically associated with the execution of a
large application on a hardware platform with insufficient
available resources. Like virtual memory the virtual hard-
ware is able to execute the application by time-multiplexing
the available resources. The application is split into smaller
parts that are executed sequentially on the hardware. In [17]
this approach is referred to as temporal partitioning. Es-
pecially in embedded applications that have to cope with
limited resources this is a very promising methodology to
reduce cost and power.

Today’s FPGAs have become quite large, offering the
opportunity to operate different applications (hardware
tasks) in parallel. These hardware tasks can be used to assist
the virtualization environment, the operating system or as
hardware accelerators for the end-user application. There-
fore, an environment is required, that offers the opportu-
nity to load hardware tasks on the FPGA, remove them
and load new tasks during run-time. Like in software, the
hardware tasks come with different requirements concern-
ing reconfigurable resources (comparable to CPU usage),
memory and I/O. Here, a hardware abstraction is required
that manages the available resources – typically this is im-
plemented in a reconfiguration manager. The reconfigura-
tion manager decides where to place a hardware task on the
FPGA, depending on the specific requirements and on the
current device utilization. Comparable to I/O virtualization
each hardware task has to be able to access the shared ex-
ternal interfaces of the FPGA. An important prerequisite for
such an implementation is a homogeneous communication
infrastructure on the FPGA, enabling communication inde-
pendently from the location of the hardware task.

Although today’s FPGAs are quite large, users often
want to combine several devices to form one large vir-
tual FPGA. Comparable to storage virtualization, concepts

are required that efficiently map the application onto the
FPGAs, taking into account, e. g., the diversity in commu-
nication bandwidth and latency between the devices. Ide-
ally, the user does not recognize at all, where his applica-
tion is located. It can be implemented completely in soft-
ware, accelerated by one or more accelerators located on
currently available reconfigurable resources in the system,
or it is completely realized in hardware. For the virtualiza-
tion environment this implies additional management effort,
especially when dealing with hardware and software tasks
with varying priority or with real-time requirements. In the
following sections architectural aspects are detailed that are
required to establish dynamically reconfigurable systems.
A special focus is on the communication infrastructure –
first for Multi-FPGA systems and subsequently for Single-
FPGA environments.

3 Multi-FPGA Virtualization

A common scenario in hardware virtualization is the use
of multiple FPGAs to execute one or more tasks. The main
reasons for using virtualization are to map big tasks trans-
parently to more than one FPGA and to eliminate the need
to know which FPGAs in a given environment are actually
used to execute a task. This chapter focuses on the foun-
dation to build such a Multi-FPGA environment that can
be used for Multi-FPGA virtualization later on. One of the
most important aspects in the design of Multi-FPGA sys-
tems is communication. This includes the links between the
FPGAs as well as the host coupling, witch defines how the
FPGAs are connected to the rest of the system, e. g., to ex-
ternal CPUs in term of bandwidth and latency.

A typical mechanism to connect FPGAs to the host sys-
tem is the utilization of a peripheral bus system like PCI-X
or PCIe. However, it is also possible to connect an FPGA
directly to the processor bus of the System, to use network
connections like Ethernet, or even USB. All these possibili-
ties have different assets and drawbacks. Figure 1 shows an
example of a Multi-FPGA system, including FPGAs that
are directly connected to the Front-Side-Bus of the Host
(FSB, shown as red arrows in Figure 1). The direct con-
nection to the FSB offers the highest bandwidth and lowest
latency when communicating with other CPUs or with the
system memory. However, due to space restrictions, typi-
cally only a single FPGA per CPU socket can be attached
in such a manner. This FPGA is tightly coupled to the host
system, but not to other FPGAs in the system.

FPGAs that are build on dedicated cards, e. g., a periph-
eral card attached to PCIe, can be connected to each other
using dedicated, high-speed point-to-point connections be-
cause more than one FPGA (typical three to six) can be
placed on the same board. However, the connection to the
host system has to utilize a peripheral bus system like PCIe,
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FPGA FPGA FPGA FPGA FPGA FPGA

FPGA FPGA FPGA FPGA FPGA FPGA

Host-Backbone (e. g. GBit-Ethernet)

FPGA to FPGA Communication (e.g. Serial High-Speed Interconnect)

Host to FPGA-Board Connection (e.g. PCIe 8x)

Host Backbone (e.g. GBit Ethernet)

Host-PC Host-PC Host-PCHost-PC
with FPGA

CPU

FPGA

MEM

Host Communication System (e.g. Front Side Bus)

CPU

FPGA

MEM

Host-PC
with FPGA

Figure 1. Overview over an example Multi-FPGA system

(shown as gray arrows in Figure 1), introducing additional
delay and lower bandwidth compared to the FSB-based so-
lution. To offer a solution for direct FPGA-to-FPGA com-
munication between FPGAs connected to the processor bus
and those located on peripheral cards, or between FPGAs
located on different peripheral cards, high-speed serial con-
nections can be used. High-speed serial interfaces enable
copper-based high-speed connections for long range com-
munication (typically 1 m), while normal LVDS connec-
tions are limited to short distances (typically up to 15 cm).
High-speed serial links (shown as blue arrows in Figure 1)

typically offer a medium bandwidth, low latency connec-
tion between FPGAs on different boards or platforms. In
Table 1 an overview of typical connections for FPGA-to-
FPGA and Host-to-FPGA communication is given. In this
example, the high-speed serial interface is realized by four
Rocket-IO interfaces, operating in parallel.

In the overview in Figure 1, a matrix topology was cho-
sen as an example for the FPGA-to-FPGA communication.
It is also possible to use other communication topologies,
e. g., a 4D-hypercube, utilizing 16 FPGAs. More FPGAs
can be added to the hypercube by utilizing additional con-

Type Bandwidth Latency Signaling Duplex

FP
G

A
-t

o-
FP

G
A On-PCB Connection 80 GBit/s 10 ns LVDS Half-Duplex(64 LVDS Connections)

Rocket-IO 26 GBit/s 100 - 200 ns LVDS/Aurora Full-Duplex(Link util. 4 x 6,5 GBit/s)

H
os

t-
to

-F
PG

A

FSB 68 GBit/s 120 ns AGTL+ Half-Duplex(FSB 1066 - Socket 604)
PCIe 8x 16 GBit/s 1-2 μs LVDS/PCIe Full-Duplex(PCIe Version 1.1)
Ethernet 1 GBit/s 100 μs PAM-5 Full-Duplex(1000Base-T)

USB 0,48 GBit/s 1 ms LVDS/USB Half-Duplex(USB 2.0 High-Speed)

Table 1. Comparison of different FPGA-to-FPGA and Host-to-FPGA connection systems
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nections, which are typically available between FPGAs lo-
cated on the same board.

4 Single-FPGA Virtualization

In Multi-FPGA systems, a single FPGA is often consid-
ered as an atomic unit, that will be reconfigured completely
if a reconfiguration takes place. A more generic solution
is to configure only parts of an FPGA by using principles
of partial reconfiguration. Using such techniques, the basic
communication infrastructure for an application will stay
the same, while hardware tasks, which are often called hard-
ware modules in this context, will be placed somewhere
in the cluster. To allow the placement of a given module
at multiple positions on multiple FPGAs, homogeneity of
the dynamically reconfigurable area is a major requirement.
In this chapter, partitioning schemes for partially reconfig-
urable systems will be discussed and task placement tech-
niques are introduced, which are required to place a hard-
ware module in the environment. Finally, the special re-
quirements of communication infrastructures in partially re-
configurable systems are discussed.

4.1 Partitioning

A partially reconfigurable system is composed of static
components and dynamic components. Static components
are the parts of the system that are always present, like
the reconfiguration manager or the memory controller. Dy-
namic components are represented by hardware modules,
e. g., accelerators for cryptography, for complex arithmetic,
and for packet processing. Dynamic components are loaded
at run-time by means of partial reconfiguration. Based
on [25], a partially reconfigurable system can be partitioned
as follows:

Base Region: The base region describes the area of the
FPGA that is configured once at the initialization of the sys-

tem. The configuration of the base region is not changed at
run-time and can therefore be considered as pseudo-static.
All static components of the system are located in the base
region.

Partially Reconfigurable Region (PR Region): In con-
trast to the base region, the PR region is used for run-time
reconfiguration. All dynamic system components are
located in a PR region. A partially reconfigurable system
can be composed of one or several separated PR regions.

Reconfigurable Tile: The PR region is composed of one or
more individually reconfigurable tiles. A reconfigurable tile
is the smallest partially reconfigurable unit. With respect to
FPGAs it typically consists of several logic cells.

Partial Reconfiguration Module (PR Module): A partial
reconfiguration module represents the implementation of a
dynamic system component. It can be considered as a hard-
ware module or hardware task in the context of partially re-
configurable architectures. PR modules can be placed and
removed at run-time according to the needs of the applica-
tion. The placement is done by reconfiguring suitable con-
tiguous free tiles with the configuration data of the module.

In the simplest case, a single tile covers the whole area of
the PR region. The corresponding modules can only consist
of a single tile. As a consequence, the maximum number of
modules that can be placed and executed at the same time is
equal to the total number of PR regions. The advantage of
this approach is that at run-time the placement of a module
is done by simply selecting any suitable free PR region to
place the module in. Implementations using this approach
are presented, e. g., in [5, 24, 26]. However, the main dis-
advantage of this approach is the low resource utilization,
since even small modules occupy a complete PR region.
Furthermore, the size of a module is limited by the size of
the tile.

To avoid these limitations, the PR region can be parti-
tioned into multiple tiles as shown in Figure 2. A module is

Free
Cell

Allocated
Cell

Base
Region

PR Region Tile PR Module

(a) 1D-Approach (b) Multi-1D-Approach (c) 2D-Approach

Figure 2. Overview of possible partitioning schemes for dynamically reconfigurable hardware.
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no longer composed of a single tile, but of a group of con-
tiguous tiles. Placing a module is equivalent to searching
an area with as much contiguous free tiles as needed by the
module (cf. Section 4.4). The number and sizes of the tiles
and the arrangement within a PR region can be realized as
described in the following approaches:

1D-Partitioning: In the 1D-approach shown in Figure 2(a)
the height of the tiles is equal to the height of the PR region.
The width of the tiles must be chosen according to the target
FPGA. For Virtex-FPGAs, a commonly selected width is
four CLB columns (cf. [12]). The tiles are arranged side-
by-side and a requested module can be placed at positions
with a sufficient number of free contiguous tiles.

Multi-1D-Partitioning: If the PR region is large, the as-
pect ratios of small modules in a 1D-partitioning can lead
to an inefficient internal routing of the modules. Therefore,
in the multi-1D-partitioning shown in Figure 2(b) the PR re-
gion is partitioned into equally sized subregions. Each sub-
region is again partitioned into multiple tiles as described
earlier in the 1D-approach. The height of the tile corre-
sponds to the height of a subregion. A requested module
can be placed in one of the subregions at any position with
a sufficient number of free contiguous tiles.

The multi-1D-partitioning is especially suitable for FPGAs
with column-based partial reconfigurability, such as the Xil-
inx Virtex-4/5 devices, where the smallest partially recon-
figurable unit is a configuration frame that consists of sev-
eral vertically arranged logic cells. According to these de-
vices, the height of a subregion is typically set to multiples
of the height of a configuration frame.

2D-Partitioning: In the 2D-partitioning the PR region is
partitioned into horizontally and vertically arranged tiles, as
shown in Figure 2(c). A module is represented by a rectan-
gularly-shaped group of tiles. In contrast to the multi-1D-
partitioning, the height of a module is no longer defined by
the height of the PR region. When generating a module, the
area and the aspect ratio can be optimized according to the
internal routing of the module. While the placement of a
module is restricted to a one-dimensional search of free re-
sources in the 1D-approach, the online-placement of a mod-
ule in the 2D-approach requires a much more complex two-
dimensional search.

In addition to the partitioning of the FPGA, the concept of
partial reconfiguration requires a suitable communication
infrastructure for interconnecting the PR modules and the
base region. The communication infrastructure should not
introduce any further heterogeneity in the system to main-
tain the flexibility of placement by preserving the number
of feasible positions of the modules.

4.2 On-Chip Communication

When building an on-chip communication infrastructure
for a partially reconfigurable system, it is necessary to de-
fine dedicated communication points, so that every partial
reconfiguration module can connect to the communication
infrastructure in the same way. To realize this, so called bus
macros are used. Bus macros are pre-placed and pre-routed
hard-macros (called Native Macro Component (NMC) in
the Xilinx flow [26]) placed at a pre-defined positions.

Basically, two types of bus macros (aka hard macros)
can be distinguished. The link macro (see Figure 3) acts
only as a link between the base region (aka static region)
and a reconfigurable tile. Alternatively, as depicted in Fig-
ure 4, a macro can be embedded in the reconfigurable area,
connecting multiple reconfigurable tiles with each other and
with the base region. Link macros are typically utilized in
simple partially reconfigurable system, commonly used in
embedded systems with a small number of reconfigurable
tiles. Embedded macros, however, offer more flexibility for
complex partially reconfigurable systems in large FPGAs or
in Multi-FPGA systems.

An example implementation using embedded macros is
shown in Figure 5. The figure shows the base region utilized
by different static components, the communication macro,
and two PR modules (hardware accelerators for AES-based
decryption and floating-point multiplication) placed in the
PR Region. While the use of an embedded macro has the
disadvantages of a higher complexity during development,
an important advantage of embedded macros is the possi-
bility to put functionality that is required for the communi-
cation infrastructure into the embedded macro. An example
is the integration of the address decoder into the commu-
nication infrastructure realized by an embedded macro. In
contrast, typical link macros are just routing channels, wast-
ing the occupied FPGA resources as route-through nodes.
Furthermore, embedded macros can be used for every pos-
sible partitioning of a partially reconfigurable system, while
link macros are restricted to setups where at least one side

Figure 3. Example of a link macro implemen-
tation.

1. GI/ITG KuVS FG Virtualisierung 11.-12. Februar 2008 / PC², Universität Paderborn

Seite 23



Figure 4. Example of an embedded macro im-
plementation.

of a reconfigurable tile is adjacent to the base region. With
respect to the homogeneity of the communication infras-
tructure, the use of embedded macros offers an advantage,
because the routing of dedicated signals often destroys the
homogeneity of a partially reconfigurable region when us-
ing link macros. The development of embedded macros is
described in detail in [7] and [6].
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Figure 5. On-Chip communication infrastruc-
ture of a Virtex-2 XC2V4000-4 FPGA.

4.3 IO-Virtualization

The term “IO-Virtualization” refers to various method-
ologies in different contexts. In the context of a partially
reconfigurable system on a single FPGA, some PR mod-
ules may require dedicated IO-connections, e. g., for control
of external components that need direct control signals like
analog-digital converters (ADCs). In general, a dedicated
connection is a connection that is required exclusively by a
PR module, and cannot be shared with other PR modules,
like e. g. the data signals of a bus connection are shared be-
tween all PR modules. In the context of IO-Virtualization,
the main problem is to ensure that a module connects to the
correct IOs when it is placed somewhere in the reconfig-
urable area. As an additional constraint, the homogeneity
of the reconfigurable area must be preserved. The problem
can be generalized to a dedicated signal problem, as ded-
icated signals not only exist for IO-connections, but in al-
most every communication infrastructure, that require ded-
icated control signals like enable signals. One solution to
implement a dedicated signal in a homogeneous communi-
cation structure is to use some registers, which never change
their initial value, in combination with some decoding logic.
Details to this a approach and alternatives are described in
[7] and [8].

Another, more specific solution is the use of a multi-
plexer block in the base region to connect a partial recon-
figurable module with the correct IO. For an efficient im-
plementation of the multiplexer block, it is possible to use
techniques exploiting partial reconfiguration as well. As the
connections in the multiplexer block just need to be changed
when a reconfiguration takes place, it is possible to imple-
ment the multiplexer block itself as a (very small) dedicated
reconfigurable module and add the necessary configuration
information to the reconfiguration bitstream. Using this ap-
proach, there is no additional routing delay introduced by
the multiplexer block, because only routing resources of the
FPGA are used for implementation of the multiplexer block.
No additional logic resources are required.

In another context, IO-Virtualization refers to connec-
tions between FPGAs that are used to create a communi-
cation infrastructure to build one big, virtual FPGA. As al-
ready mentioned in Section 3, different types of connec-
tions can be used to implement such communication struc-
tures. The communication links can be used exclusively by
one hardware task of the complete design mapped to the
big, virtual FPGA, or, as in most cases, shared (e. g., time-
multiplexed) by many hardware tasks. One principle differ-
ence between the different types of links is the exact knowl-
edge about the link delay at design time. Some examples of
possible connections are:

Direct Connection: Using a direct connection, e. g., an on-
PCB connection, is the simplest case of inter-FPGA connec-
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tion. The delay of the line is determined only by the number
of pipeline stages in the FPGAs. This simplest case can be
handled by semi-automatic Multi-FPGA partitioning tools
like Synplicity Certify [[22]].

Serial High-Speed Connection: A serial high-speed con-
nection has no deterministic delay. Since the effective delay
of a high-speed serial connection depends on the phase rela-
tionship and the lock behavior of the integrated PLLs (Phase
Locked Loop), it will vary between every new startup syn-
chronization of the high-speed serial connection, which is
required, e. g., at system startup or after reset. It is possi-
ble to implement additional buffer mechanisms to circum-
vent those problems and to achieve a deterministic delay
at design time. However, this will slightly increase the to-
tal delay of the connection. Another possibility is to use a
data-driven architecture, which does not need deterministic
delays at design time.

Bus Connection: A bus connection in general cannot offer
a deterministic delay, because the arbitration will cause a
delay that depends on the current bus load. However, when
implementing a special protocol, e. g., a time-slot based
protocol on a bus-like communication infrastructure, it is
possible to achieve a deterministic communication delay.

4.4 Task Placement

The partitioning of the FPGA (cf. Section 4.1) and the
development of a suitable on-chip communication infras-
tructure (cf. Section 4.2) are important steps in the design
of a partially reconfigurable system. One of the major chal-
lenges with respect to the run-time behavior of a partially
reconfigurable system, is the placement of hardware tasks
in the partial reconfiguration region, which has some simi-
larities to the memory allocation problem of software tasks
in an operating system. Essentially, the problem is about
finding a reasonable amount of free resources to map the
task to. Software tasks utilize the resource memory to store
control and application data, while hardware tasks utilize
the resource memory to store configuration data. But there
are some differences that are briefly described in the follow-
ing.

One major difference is the fact that hardware tasks can-
not be subdivided into smaller fragments. The resources
need to be available in one contiguous block. Therefore,
a concept equivalent to virtual memory cannot be applied.
Although the FPGA itself is a fine-grained reconfigurable
architecture, the reconfigurable tiles can be considered as
coarse-grained partially reconfigurable units. The upper
bound for the number of feasible positions for a PR module
is the number reconfigurable tiles. Moreover, the PR region
can be composed of various types of tiles, e. g., tiles con-
sisting of logic cells only and tiles consisting of logic cells

and Block RAM (cf. Figure 5). The diversity of tiles fur-
ther restricts the placement of hardware tasks to those po-
sitions, where the same arrangement of the required types
of tiles occurs. Additionally, the placement may be subject
to application-dependent constraints. E. g., if the requested
task needs to communicate to one or more functional depen-
dent tasks without exceeding a certain latency, then the re-
quested task needs to be placed within a given range around
its dependent tasks to meet the latency constraint. Espe-
cially, in application with data streams, such as video filters,
this latency constraint might be relevant for the placement.

Depending on the given reconfigurable region, tasks can
also be placed in two dimensions, while the memory allo-
cation problem in context with software tasks has a one-
dimensional search space. But the coarse-grained partial
reconfigurability and the additional application-dependent
constraints restrict the placement of a task to a few feasible
positions. The search space for the placement of a hard-
ware task is therefore significantly smaller than compared
to the memory allocation problem in context with software
tasks. In the example shown in Figure 5 the partially recon-
figurable region consists of 16 tiles only.

In general, the placement of hardware tasks can be clas-
sified into online-placement and offline-placement. Offline-
placement denotes the case that the starting and execution
time of each hardware task is known at design-time. Here,
the placement problem is equivalent to a three-dimensional
binpacking problem that can be solved offline by integer lin-
ear programming as described, e. g., in [4]. The area of a
hardware task takes two dimensions, while the third dimen-
sion denotes the execution time. The execution time of a
task can be derived, if the input data size and the process-
ing time is known. Possible examples are filters for digital
images of a given size.

The placement needs to be done online, if the starting
times of the tasks, i. e., the moments the tasks are requested
to be placed, are unknown at design-time. In particular,
the starting times of the tasks are unknown in applications
with event-driven reconfiguration. An example for an event-
driven reconfiguration is a task that is requested to be placed
after another task with an unknown execution time is fin-
ished, or a task that is requested to be placed on demand
by the user. In any application with event-driven reconfig-
uration, the placement is an online-optimization problem,
which basically depends on the currently configured hard-
ware tasks. The type of the online-optimization problem is
related to the type of the hardware tasks. If the execution
times of the tasks are given, the placement is equivalent to
a three-dimensional online binpacking problem and can be
solved by heuristics as described in [21]. If the execution
times of the tasks are unknown, the problem size decreases
to a two-dimensional online binpacking problem. A suit-
able solution for this kind of task placement is presented

1. GI/ITG KuVS FG Virtualisierung 11.-12. Februar 2008 / PC², Universität Paderborn

Seite 25



in [13]. This work also considers the placement for hetero-
geneous reconfigurable architectures with various types of
reconfigurable tiles.

If a hardware task is requested to be placed, but there
are not enough contiguous free resources to accommodate
the requested task, then there are different possibilities to
handle this unplaceable task. In the simplest case, the task
placement can be rejected. This is suitable for systems,
where the task can be alternatively executed as a software
task, such as described in [18]. Another possibility is to
delay the placement of the task until another task has fin-
ished its execution and can be removed to free a reasonable
amount of resources. This kind of delayed placement is dis-
cussed in [21]. Instead of waiting for the end of an execu-
tion, the currently configured tasks can also be rearranged
aiming to create a block of contiguous free resources to ac-
commodate the requested task. This concept is known as
defragmentation. The required mechanisms to relocate a
hardware task at run-time and defragmentation algorithms
aiming to minimize the reconfiguration overhead are de-
scribed in [14].

5 Design Flow

To use a system like the one displayed in Figure 1, an
appropriate design flow is needed. This design flow should
be able to deal with the mapping of one application to mul-
tiple FPGAs as well as with the special issues arising from
the use of partial reconfiguration. In Figure 6, the abstract
view of a typical design flow for dynamically reconfigurable
hardware/software systems is shown. Basically, there are
two starting points in the design flow. One is the design of
the basic hardware architecture that runs the hardware tasks,
and, as its counterpart, the design of the operating system.
The second starting point is the application or a set of appli-
cations that are mapped on the virtual FPGA, on the CPU,
or on both.

During the mapping of the application, the first step is
HW/SW partitioning. Depending on the available specifica-
tion of the application, coding in hardware description lan-
guages like VHDL or Verilog may be required for the hard-
ware tasks and, e. g., C-code is generated for the software
tasks. Additionally, novel tools can be utilized that enable C
to hardware compilation. Depending on the used C to hard-
ware compiler, it may be necessary to use annotated C code
like Handle-C or System-C. Alternatively, VHDL compil-
ers like the Mitrion SDK [16] or Impulse C [9] can be used
with native C code. However, the efficiency of the retrieved
hardware implementation (in terms of performance and re-
source requirements) is very application dependent, when
using C to hardware compilers. Therefore, the developer
has to trade off design-time against performance. As an al-
ternative, the developer can start with domain-specific tools

Application/AlgorithmSystem Architecture

HW/SW PartitioningOS HW Architecture

C to HW

VHDLMatlabEDK C CodeVHDLC Code

INDRA CompilerCompiler

H d

p

S f H d

p

S fHardware
Enviroment

Software
Enviroment

Hardware
Tasks

Software
Tasks

Figure 6. Design flow for dynamically recon-
figurable hardware/software systems

like MATLAB/Simulink. Synplify DSP [23] or Xilinx Sys-
tem Generator [27] extend the established framework and
are able to generate hardware descriptions based on abstract
simulation models. These tools rely on optimized libraries
with generic elements that are parametrized during hard-
ware generation.

The basic hardware architecture needed for a partially
reconfigurable system, including the interfaces to other
FPGAs, the base system, and the on-chip communication
infrastructure is typically described in VHDL. To shorten
the development time, a design tool for embedded systems,
like the Xilinx Embedded Development Kit (EDK), can be
used. The software part of the system, i. e., the software
tasks as well as the operating system, are compiled using
appropriate cross-compilers for the processor-types in the
system. All VHDL descriptions and netlists are handled by
the INDRA design flow, which is described next.

The INDRA design flow (integrated design flow for re-
configurable architectures) is depicted in Figure 7. The de-
scription of the base system of the design, supplied by the
HW-architecture development process, is used as the static
part of the system. The area that is used for the static com-
ponents is also referred to as the base region. The given
information of the system components is used in the layout
and floorplanning step to determine the required resources.
The number of resources for the static components does not
change at run-time. Thus, it can be derived directly from
the netlists or from the synthesis of the HDL specifications.
In contrast to the static components the dynamic compo-
nents are allocated at run-time. Since dynamic components
share the resources of the partially reconfigurable region,
the number of necessary resources depends on module pa-
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rameters, such as the sizes and the execution times of the
modules, and on how many modules are allocated at the
same time. For a given schedule, the size of the partially re-
configurable region can be tested by using the simulation
framework for reconfigurable architectures (SARA) [10].
Besides the partitioning, SARA can be used to select a
placement algorithm for finding positions of the PR mod-
ules at run-time. Based on the simulation results a suitable
FPGA and placement algorithm is selected. In the architec-
ture generation (ArchGen) step the system is partitioned and
the areas for the base region and for the partially reconfig-
urable region are defined. Synthesis of the base region and
of the PR modules is performed based on the system par-
titioning. Depending on the size of the modules, which is
obtained from synthesis estimation, and on the inherent het-
erogeneity of the FPGA, INDRA automatically determines
the steps required for the synthesis of the PR modules.

After the architecture generation step, all requirements
for the needed communication infrastructure are specified.
The communication infrastructure for a dynamically recon-
figurable system, which supports flexible module placement

and module relocation at run-time, requires being homoge-
neous. Homogeneity implies that the individually reconfig-
urable tiles are connected by the same routing resources.
Thus, modules cannot only be placed at one dedicated po-
sition, but at any position with sufficient free contiguous
tiles. To generate a homogeneous communication infras-
tructure, X-CMG [7] has been developed. X-CMG features
a multilevel, primitive-based communication macro genera-
tion approach. To build a homogeneous communication in-
frastructure, X-CMG offers primitives for different classes
of signals. The primitives can be used to implement shared
signals and dedicated signals as discussed in [8]. Shared
signals are used to transmit data and address information,
while control and arbitration is realized with dedicated sig-
nals.

All previously described steps are managed by the sys-
tem designer and are part of the INDRA front-end. The fol-
lowing steps aim at generating the bitstreams for the base
region and the partially reconfigurable region. These steps
are realized by MiDesires (Module implementation design
flow for reconfigurable systems), which describes the back-
end of INDRA. It is based on the current Xilinx JTRS flow
as presented in [15]. MiDesires is not only an interface to
the Xilinx tools, as it provides additional features like sav-
ing and loading the current state of the design flow. Addi-
tionally, it automates required steps during the module syn-
thesis such as the adaptation of UCF files and resolving of
dependencies. Furthermore, it directly changes parts of the
Xilinx design flow by modifying internal PAR settings ac-
cordingly and integrates mechanisms for module relocation
as presented in [11].

6 Conclusions

In this paper, various alternatives for the integration of
dynamically reconfigurable hardware into today’s comput-
ing environments have been presented. On the one hand,
reconfigurable hardware can be efficiently utilized to sup-
port IO virtualization or operating system virtualization. On
the other hand, virtualization methodologies are required to
enable or enhance the capabilities of dynamically reconfig-
urable hardware. Virtualization can be applied on single
FPGAs, e. g., for resource sharing and time-multiplexing.
But it can also be used to combine multiple devices to one
large virtual FPGA, e. g., for ASIC prototyping.

In order to apply the proposed concepts, several require-
ments need to be met at design-time and at run-time. In
the single-FPGA approach the device is partitioned into a
static and a dynamic part. A homogeneous communication
infrastructure is presented, that allows most flexible place-
ment. The proposed concepts can be applied to any FPGA
supporting partial reconfiguration. Currently, these are the
Xilinx devices of all Virtex families. At run-time, the tasks
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are placed depending on the actual system state and on the
system requirements. In multi-FPGA environments, spe-
cial care has to be taken when designing the communica-
tion infrastructure between the FPGAs as well as between
the FPGAs and the host systems. Bandwidth and latencies
vary by several orders of magnitude depending on the im-
plemented infrastructure. At run-time, an efficient partition-
ing has to assure the efficient utilization of the proposed het-
erogeneous system. A combination of many, to some extend
proprietary tools is required to design, program and operate
these systems. The proposed design-flow INDRA serves as
a starting point for the integration of the complete workflow
into one framework.
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Cost Saving and Flexibility - Virtualization is changing the IT landscape 
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Abstract 

As organizations increase their reliance on information technology to meet critical business objectives, IT must 
continually deploy new computers to implement, maintain and grow services rapidly.  Unfortunately, the traditional 
approach to provisioning x86 systems has given rise to server sprawl and a number of significant challenges, rising 
costs, poor return on investment, increased management complexity and reduced efficiency. This situation has put 
great pressure on IT budgets and schedules, leading many organizations to search for a solution that can help them 
sustain rapid growth while reducing operating costs. Virtualization technology is now emerging as a key tool for 
several of these issues. This presentation will give an overview of the current IT landscape, business segments 
where virtualization is already rolling out and an outlook of where we anticipate virtualization technology playing a 
major role in the future. It will also discuss current and upcoming technologies enabling various forms of 
virtualization: 

1. Current IT challenges 
2. How virtualization technology can help ease the pain 
3. Market segments that are driving the adoption of virtualization 
4. Example business cases 
5. Hardware extensions to support virtualization 
6. Trends and upcoming technologies 
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Abstract

Network virtualization can be one way of fixing
the shortcomings of today’s Internet but also open
the venue for new, unforeseen applications. In this
extended abstract, we present a novel approach for
network virtualisation based on the Service-Aware
Transport Overlay (SATO) concept of Ambient
Networks. SATOs introduce on-demand overlay
creation and new interfaces to ease applications to
use overlays.

1 Introduction
Internet applications often assume the end-to-

end connectivity for their operations. While this
might be true in some areas of the Internet, it is not
true for the overall Internet. Many applications
today need to take care of network-specific
behaviour, such as broken end-to-end connectivity
(e.g. NAT), directionality of communication (e.g.
IP firewall), congestion control/avoidance
(important for real time applications), and different
network layer addressing schemes (IPv4 vs. IPv6).
This challenges applications in multiple ways, for
example, in terms of interface usage (necessity to
deal with different TCP/IP sockets), taking care of
middlebox behaviour. The result is on one hand
complex applications that are error prone with
respect to a variety of network behaviour and
determination of network behaviour. On the other
hand, some applications possibly cannot be
deployed or are delayed in deployment, as the due
to the constraints of the underlying network. For
instance, deployment of SIP-based services took a
long time due to the network limitations in terms of
NATs and the “unusual” behaviour of unbundled
SIP signalling and the transport of media.

One way to address this issue is aiming at a
clean slate Internet [11], believing in a forthcoming
evolution of the Internet towards a clean end-to-end
architecture (e.g. IPv6, [12]). Another approach is
to introduce short-term patches, for example,
revamping every real time application with ICE
NAT traversal techniques [13]. Also a typical short-

term response of application developers is to create
their own specific overlay system. These overlay
systems are made for a single, or very limited
range, purpose and not suitable for other purposes.
Examples for this are Skype for voice/video calls
[14], Joost for IPTV [15], and MBONE for
multicast [16]. However, we do not believe that any
of these strategies is the key to solve application’s
needs for an easier to use of the current Internet and
beyond. A clean slate of the Internet is not possible
as the installed base of IP devices is too large and
the Internet community always runs on the
assumption that there is no flag day for changing
fundamental parts anymore. The Internet evolves
on the assumption of gradually deployment of new
functions, e.g., IPv6 is available in many operating
systems but not in the Internet core.

All these increase the need for applications to be
aware of the network behaviour and to deal with the
network mainly on their own. Introducing new
patches are usually not simplifying the way in
which a network can be used by applications. For
instance, introducing IPv6 required changing
applications (e.g., a new socket interface) and
operational considerations when using IPv6 (e.g.
DNS returns an IPv6 address but the querying host
is IPv4 only). [2] refers to this process of an
evolving the Internet with more features and
patches as the ossification of the Internet.

One way to offload applications from this
burden is to introduce the concept of network
virtualization, as proposed in [1], i.e., offering an
abstraction to higher layers from the real network.
[2] describes adding network processing functions,
based router hardware add-ons, to boost network
virtualization and [3] describes the software-base
X-Bone concepts for deploying virtual networks.

Based on these ideas of dynamically deploying
overlays and network side processing support, we
propose a new approach combining these two
aspects. This overlay technique includes usage of
network side processing elements system beyond
pure routing and automatic adaptation to network
changes. The proposed system introduces a new
network interface between overlay nodes to control
the overlay and argues for a new system interface
between applications and the host network stack.
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The work presented is based on the Service-
Aware Transport Overlays (SATO, [6]) of the
Ambient Networks Phase 2 project [17].

2 Service-Aware Transport
Overlays

2.1 Overview

The main objective of the Service-aware
Adaptive Transport Overlay (SATO) concept,
proposed in [6] and extended in [7], is to design a
generalised overlay system structure, which is able
to realise overlay networks on demand. More
specifically, it introduces a uniform overlay
infrastructure to support multiple applications and
to provide them with useful functionalities realised
inside the network paths, thus providing an
abstraction from the underlying network. Part of the
SATO system is the Ambient Service Interface
(ASI), which provides an abstract network interface
to applications.

SATO aims to provide a flexible and
customisable transport services to the application
layer by using overlay networks on top of any type
of transport or network layer connectivity. The
individual overlay instances, i.e., SATOs, enable
the flexible configuration of virtual networks
consisting of SATO Overlay Nodes (SON). The
overlay network topologies are responding to the
application requirements and can enable point-to-
point, point-to-multipoint and multipoint-to-
multipoint services. SATOs are created upon
application request and application needs, they are
set-up on and torn down on demand. The SATO
concept allows the transparent inclusion of
network-side data processing elements (SATO
Ports) in the end-to-end transport path between
peers. These SATO-Ports can provide network side
processing functions, such as, but not limited to,
overlay routing, media adaptation, etc. To
accommodate changes in the underlying network,
SATOs adapt as a consequence of SON joining or
leaving the virtual network or due to changes in the
network environment or conditions.

For each requested service, a new SATO is
created. This SATO is self-contained and logically
does not interfere with any other existing or future
SATOs. Service requests must be issued per SATO
and they can contain necessary parameters, such as
required bandwidth, delay, jitter, etc, or just express
a rough service class, e.g., signalling or real-time
media.

2.2 Architecture

The core of the SATO system are the SATO
Overlay Nodes (SON) that participate in the SATO
system by providing their network and computing
resources to other nodes. A SON can be any kind of

Internet device, starting from a mobile phone to
fixed PC in an office. A SON can be part of any
number of SATO instances, providing different
services to different applications.

Figure 1 SATO Overlay Node Design

Within a SON there are different building
blocks, as shown in Figure 1. The Overlay
Management (OM) is in charge of operating the
SATO system, i.e., receiving requests from
applications for setup through the control plane
interface, maintaining existing SATOs and tearing
down of SATO. The OM is fully distributed
amongst participating overlay nodes. Applications
can request a SATO service through the SATO
control plane interface. The OM interface (OM IF)
is used by the OM to communicate with other OMs
on other nodes. The OM of the SATO system is
aware of the service requested by the application
and about the network conditions in which the
service is operated (the so-called service logic).

Each SON is part of the SATO lookup service,
which is typically a distributed hash table (DHT),
but not limited to, e.g., a centralised lookup service
approach could also be chosen for a deployment of
SATO. The lookup service and the OM
communicate with each other using the interface 3.
This lookup service is used to store information
required for operating the SATO system and
information required for running the applications.
The OM is primarily using the lookup service to
store information about available processing
functions, such as packet relays, and their location
in the network, i.e., the IP addresses/NodeIDs.

The processing function block that hosts the
SATO-Ports provides the real functionality of the
SATO system. A SATO-Port provides an arbitrary
processing functionality, for example, MPEG
transcoders, voice-codec transcoders, peer-to-peer
SIP proxies, or overlay routers (called virtual router
in [2]). SATO-Ports have one external interface to
the application, which is the SATO data plane
interface in Figure 1. Interface 2, called SATO
network interface, is connecting the SATO-Ports to
the network stack of the SON and thus to other
SATO-Ports. The control of the SATO-Port by the
OM is provided by interface 1. The SATO system
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is able to include SATO-Ports on the fly into
existing SATO instances, or when setting up a new
SATO. Whenever a processing function is needed
(this is decided by the OM when constructing or
adapting the overlay) a search in the lookup service
is performed for the type of SATO-Port required.

3 Network Virtualization
Network virtualization follows the same

principle as any known computer virtualization
technology, such as virtual memory, virtual hard
disk, virtual screens, etc. It is always an abstraction
from a real resource, hiding the underlying
complexity (cf. [1]). But even if virtualization is an
integral part of today’s computing technology
(which is close to communication technology), it is
still lacking a counterpart in the Internet
architecture. Current proposals discuss possible
virtualization techniques (e.g. [3]) on top if the
Internet, but do not consider how this can be
integrated in the architecture.

Network virtualization as an integral part of the
future Internet has been proposed by, for instance
by GENI [8]and [9] on the architectural level. We
propose to add overlay techniques as means of
network virtualization to the Internet architecture.
The overlay system is not introduced together with
one new IP host to IP host interface and an
enhanced application to network stack interface.

3.1 SATO for Network

Virtualization

Section 2.1 defines SATO as a generic overlay
system that is not bound to a specific networking
application, but generic enough to be reusable by
many networking applications. This generic
approach also allows building a network
virtualization system. The very base of the SATO
system is the NodeID architecture [4], which
extends the Host Identity Protocol [5] by adding
IPv4 to IPv6 support and a new routing architecture
based on cryptographic identifiers. The NodeID is
used as it provides cryptographic node identifiers,
by-default encryption between nodes and an
abstraction from the IP level. This first level of
abstraction is shown as NodeID level in Figure 2.
The NodeID level hides underlying Network
Address Translator (NAT) middleboxes and ensure
virtual links from peer-to-peer, or peer to
SATOPort.

Figure 2: Abstraction Level of SATOs

The next level of abstraction is the SATO level
in Figure 2. The SATO level is abstracting from
the NodeID level to built the overlay topology. The
SATO level is the only visible layer to applications
requesting a virtual network. This virtual network,
for example, can provide an IPv6 network on top of
an IPv4 network. Applications using this virtual
network would only be able to see a subset of the
SATOPorts (a virtual IPv6 router in this case) as
part of the network infrastructure. Other
SATOPorts (SATOPort 2, e.g. traffic shaper, in
Figure 2) stay invisible to the applications.

3.2 Network Interface

The deployment of overlay networks used for
network virtualization, for example the 6BONE
[10], requires manual configuration and network
management. Adding now network virtualization to
the Internet raises the need for coordinating these
efforts. Network virtualization would be an on
demand service, such as TCP connections are
today, but with more network elements involved
(e.g., virtual routers). This demands a control
instance between participating nodes.

The SATO system is already offering on-
demand network virtualization, together with a
network control interface, i.e., the overlay
management interface (OM IF, cf. Section 2.2).
This interface allows coordination amongst
participating nodes of the overlays and control of
the overlays and can be used for this purpose.

3.3 Host Interface

The SATO system has the notion of the Ambient
Service Interface (ASI). The intention of the ASI is
to offer a more enhanced application to network
stack interface, i.e., host interface. However, the
ASI as such is currently not well defined and
underspecified. We propose to extend the scope of
the ASI to support network virtualization
techniques on the control and data plane. This
would allow applications to directly use a virtual
network without the requirement for
implementation hacks, such as for example,
intercepting packets with firewall rules or kernel
drivers.
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4 Conclusion
This extended abstract sketches the vision of

network virtualization as service-specific on-
demand overlay networks with network side
processing elements. We have proposed the SATO
system as one possible exploration tool in the area
of network virtualization but we are fully aware that
this is not the ultimate solution to general field of
network virtualization. The SATO system, with
NodeID, the new network interface, and the
enhanced host interface is work in progress. The
proposed approach is intended to raise further
questions about the direction of network
virtualization as part of Internet architecture and if
overlays are the right answer to this challenge.
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The Internet's simple model of equally sharing bandwidth and packet processing resources is becoming a 
burden because some traffic profiles cannot be fully supported in an all-IP network.  Resource guarantees 
obtained from the virtualization of physical networking resources offer the possibility of handling different 
profiles in parallel with the impression of mutual isolation. "Hypervisor techniques" for virtualization exist 
already, but the challenge is to understand the "slicing" of resources in a global networking context: The 
operations necessary to assemble virtual resources into end-to-end solutions must be defined and 
implemented in a distributed way. It should be possible, for example, for an operator to easily build, deploy 
and operate for customers a virtual network with performance guarantees. Isolation and assembly of 
independent network resources are two aspects of virtualization which is a key technique for drawing up a 
methodology to create a family of interoperable networks. The approach should encompass the 
virtualization of a broad variety of network resources, in particular including radio resources and wireless 
access systems 

The new FP7 project 4WARD has started to explore the possibilities of the new networking paradigm. This 
contribution will discuss the implications with respect to the architecture, the virtualisation of resources, 
and the provisioning and management of Virtual Networks.   

Management of Virtual Networks

Provisioning of Virtual Networks 
(on-demand instantiation of virtual networks) 

Substrate 

Virtualized 
 Substrate 

Virtual 
NetworkVirtual 

Network 

Virtualization of Resources 
(partitioning of physical infrastructure into “slices”)
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HPC-Virtualisierung und Grids
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Abstract

Usually, high performance computing aims for a
maximum peak performance. However, a more reason-
able measure is efficiency in terms of performance per
unit of power or even computation results per node life-
time. In contrast to approaches like Blue Gene, we aim
for a commodity hardware based cluster, which runs
applications for both on-line and off-line processing of
data gathered at the Alice-Experiment of CERN. Dur-
ing on-line operation times, we often encounter idle
periods on certain nodes, where an off-line job could
be processed until the next on-line data arrives. Since
factors like depreciation, license fees and power con-
sumption affect the total cost of ownership for a com-
puting facility it is reasonable to run the system at
nearly 100% load all the time. Running different jobs
simultaneously on a native basis requires compatible in-
stallation set-ups on the computing nodes. However,
many applications require different operating systems,
libraries and set-ups, which normally are not compat-
ible for installation on a single system. We therefore
propose an approach based on node virtualisation in or-
der to gain higher efficiency by keeping the cluster load
as high as possible. Such a virtualisation approach also
improves the usage of the cluster resources even during
backup/maintenance cycles and finally, we save com-
puting time by checkpointing and migrating of virtual
servers for downtime periods. Already computed re-
sults will not be lost if a running virtualized instance is
suspended and resumed later, possibly on another node.
Our experiments show that we need less time and power
for the same number of computed results.

1. Introduction

Scientific computing requires powerful hardware for
the operating platform, which is costly in acquisition
and maintenance. Therefore, for the assessment of
such computing facilities, not only does peak perfor-

mance have to be considered, but all costs which are
subsumed under the term TCO (Total Cost of Owner-
ship). Factors like depreciation, license fees and power
consumption play an important role for computer hard-
ware. Since license fees and depreciation are fixed on
a per hardware/software item base it is desirable to
exploit the available resources as much as possible,
avoiding any downtimes or periods with low resource
usage. Power consumption however is not fixed and
dependant on the usage scheme of the hardware. For
us a reasonable measure for the efficiency of a com-
puter systems is the number of computed results per
power consumption and hardware lifetime. In this pa-
per we will propose a way of how to maximise this
measure for the HLT cluster of the ALICE experiment
at CERN, the ALICE Experiment aims to study the
quark-gluon-plasma which presumably was present in
the first nanoseconds after the big bang [12]. Both on-
line and off-line physics data will be processed at the
HLT cluster.

The attempt to use cluster hardware most efficiently,
thus maximising the load of all nodes involved is not
new. Job schedulers are the common way of obtaining
high load on all cluster nodes. Apart from the theo-
retical boundaries in obtaining the best possible distri-
bution of jobs to nodes, a satisfying average load is of-
ten not achieved in practice. For parallel applications
the inter-process communication may cause the pro-
cesses to underutilise the CPU, highly prioritised ap-
plications may prevent other applications from running
on that node to ensure Quality of Service and applica-
tions may be compiled for different hardware/software
environments and therefore not ready for usage on the
same node. In dedicated clusters, like on-line clusters,
applications run often, which not appropriate to run
with job schedulers, since they do not comply with the
requirements made by the schedulers, e.g. library us-
age or MPI programming style, or they use their own
paradigm of distributing computations.

At the HLT cluster we want to achieve high clus-
ter usage by utilising periods with low cluster load to
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run off-line physics applications by using server virtu-
alisation. Since HLT is an on-line cluster which uses
specialised hardware to receive data from the ALICE
detectors and processes these in real-time a responsi-
ble distributed application needs to utilise all resources
available. However during such detector-runs there are
certain intervals with little or no data arriving at the
HLT. We will use these periods to run grid off-line jobs,
additionally we will run off-line jobs in maintenance
cycles between different runs. Since these jobs are not
based on a parallel programming model such as MPI
they have no latency boundaries and therefore they are
perfectly appropriate for being processed during small
time slots. By using server virtualisation we obtain
the opportunity to run different applications with a
clean separation of their environments. By checkpoint-
ing virtual machines we are able to save computing
time and we will show that for our proposed setup we
are able to compute more results per time and power
consumption.

2. Related Work

For our purposes we need to have the ability to
run an on-line application with highest priority, i.e.
with all resources dedicated to that application. Ap-
proaches like Condor [2], LSF [3], NOW [4], SGE [6] try
to remove, i.e. either stop or checkpoint and migrate
lower prioritised jobs whenever the main application
demands more resources. Stopping jobs in our environ-
ment would most certainly mean that no jobs can be
finished at all, since the time-slots offered for off-line
computations are smaller than the average job com-
putation time. Checkpointing and migration in these
approaches requires support for these features imple-
mented by the job-application or the operating system,
which is not true or feasible for our case. In ISF [1] and
LL [5] it is proposed to have different priority classes
associated to jobs to ensure the Quality of Service of
the main application by modifying the kernel process
scheduler. However this cannot deal with the problem
of applications needing different runtime-environments
(e.g. OS). Additionally uncleanly programmed low-
priority jobs may interfere with other applications and
affect system stability.

3. Background

The HLT cluster serves as High-Level-Trigger for
the Alice-Experiment at CERN. It receives data fom
all detectors involved in the experiment, processes
these, calculates track-data and sends the results to

the data-acquisition (DAQ). ). All this is done dur-
ing the runtime of the experiment. The HLT clus-
ter currently consists of 100 nodes (AMD DualCore
and QuadCore Opteron at 1.8GHz, 8GB RAM), 90
of which are being used for computations and 10 for
infrastructure purposes. In 2009 the cluster will be
extended up to 900 nodes with newer machines, us-
ing 8 or more cores per processor. Current intercon-
nect technology is gigabit ethernet, Quadrics or In-
finiband high performance interconnects are currently
being evaluated and will be commissioned in our clus-
ter in the near future. All nodes are equipped with
specialised remote-management cards based on FPGA
technology. Those CHARM (Cluster Health and Re-
mote Management [13]) cards have their own operat-
ing system (Linux derivate) and give the remote ad-
ministrator full access to the host by exporting the
keyboard and VGA. All computing nodes additionally
have a PCI-Card (RORC - Read-Out-Receiver-Card
[12]) based on a FPGA which is connected to the de-
tector via optical fibers and does pre-processing on the
received data. The host computers run Ubuntu Linux.
There a dedicated, distributed application (PubSub-
Framework [7]) will do all necessary computations and
initiate the send-back to the DAQ after tracks have
been found. Currently the experiment is in its final test
period with a starting date scheduled to may 2008. We
expect to have a peak data-rate of 800MB/s per node
(30GB/s in total) when the experiment is running. To
cope with this amount of data all cluster ressources
have to be dedicated to the responsible application to
meet the time-critical requirements in calculating the
track-data.

A single run of the experiment is supposed to last
24/7 for long periods (several weeks). There will
be maintenance weeks between single runs. For a
single run the data rate received by the HLT Clus-
ter and thereby the load generated on cluster-side
is not constant. Due to a special schedule which
determines the way how and when particles are in-
serted into the LHC (Large Hadron Collider - the
CERN particle accelerator) there will be phases at
runtime where no data arrives at the HLT Clus-
ter. The data rate arriving at the HLT is a func-
tion of the beam rate, mainly determined by the
(yet variable) factors like fill length and turnaround
time. A probable scenario is shown in figure
1.

Our goal is to utilise the inter-runtime as well as the
inner-runtime gaps for data processing with a non time-
critical application. Since HLT is a scientific physics
cluster we will run the Alice Grid Framework (ALiEN)
which does off-line track reconstruction. ALiEN dis-
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Figure 1. Data Rate Curve for Run Time

tributes its jobs to more than 30 clusters worldwide.
At cluster-side a classical Job-Scheduler is required for
distributing the non-parallel jobs to the nodes. Though
theoretically runable on any linux OS, the current im-
plementation is not usable on our native operating sys-
tem Ubuntu. The average time needed to process a job
is 8 hours [9]. So the expected gaps will not be long
enough to compute a whole job.

Therefore we use server virtualisation to make best
use of the available timing, os and application con-
straints.

4. Our Approach

The cluster was designed as a special-purpose clus-
ter, so most of the time the PubSub-Framework will
run and process detector data. For inter-run periods
we will run off-line ALiEN jobs. Since ALiEN re-
quires a Scientific Linux (SL) installation, we set up
a VMware virtualised server on each of our computing
nodes, equipped with SL as operating system and SGE
(Sun Grid Engine) clients. This way we can also use
inner-run gaps, which would not have been an option if
we provided a dual-boot environment for multiple OS
on the native host. To enable the use of the inner-run
gaps we have to deal with the problem, that ALiEN
does not provide checkpointing and the expected gaps
are shorter than the average computation time of a job.
We circumvent this problem by using the checkpointing
/ suspend feature of VMware. Since the change of the
data-rate is predictable, the virtual machine (VM) is
suspended and if necessary migrated to another node or
simply resumed on the original host later. ALiEN does

not support checkpointing by design, i.e. jobs which
do not send a heartbeat signal once every 2 hours will
be regarded as failed. Due to that fact the VMs which
would have to be suspended for more than two hours
will be moved on one hand to a special node called vm-
host and resumed there for a short time, long enough
to send the required heartbeat signal. Once another
inner-run gap is due, the VM will be migrated back
and resumed. On the other hand VMs can be reniced
to use lowest processor affinity, just being able to send
the heartbeat signal required to keep their jobs alive.
Of course the proposed migration strategy is also appli-
cable for maintenance actions which normally are done
during the maintenance cycles between two single runs.
In such a case even hardware pieces can be exchanged
without loosing any computed results.

In figure 2 the comparable scenarios are shown with
respect to expected power consumption and computed
results (CR) for one period of the run-time and a rep-
resentative part of the off-line time. The hatched area
represents the number of computed results in both con-
figurations. Our expectation is to compute the same
number of results in less time with less power con-
sumption in the virtualised scenario. To verify this
we ran tests how virtualisation slows down computa-
tions, how power consumption behaves for different
load scenarios and how parameters like time needed
for resume/suspend of virtual machines affect overall
efficiency.

Since on-line data processing does not differ we
assume the number of results computed and power
consumption to be the same for both configurations.
Power consumption and number of results for pure
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Figure 3. Power Consumption Computation Nodes

Figure 4. WebGUI for ALiEN JOB Processing

inner-run gaps and inter-run gaps depend on the load
produced on a host and the computation efficiency of
the nativ/virtualised environment. For testing this
we ran two different kind of physics applications, one

(app1) doing cluster-finding on raw event data, which
causes high I/O load and the other one (app2) doing
data compression which is more CPU-affine. The re-
sults are shown in table 1. It is obvious that both for
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I/O and CPU-affine load the virtualisation is about 10
percent slower than calculations on a native host.

The power consumption has been measured for both
applications and environments as well as for the on-line
data processing. Additionally the power consumption
for standby and idle mode (with/without PowerNow
[10] as well as for a synthetic stress test involving both
heavy I/O and CPU load have been measured. Results
are shown in figure 3.

The difference between the power consumption in
on-line computations and off-line computations lies in
the nature of the tested applications. While the on-line
application operates on all CPU cores available, the
tested physics application for off-line mode only use two
CPU cores. No significant differences in the power con-
sumption for the tested applications running natively
or in a vm could be found. Obviously an idle node

Figure 2. Power Consumption and Computed
Results(CR) for Virtual vs. Nativ Scenario

Table 1. Computation Times for two Physics
Applications

Exec t in sec
VM Nativ

app1 with high I/O Load 2156 1959
app2 with high CPU Load 3585 3164

requires less power than a fully utilised one, especially
when AMD PowerNow technology is activated. De-
spite this observation the efficiency measure proposed
by us still shows our approach to be feasible:

efficiency measure em = CR/(t ∗ P ),
with CR = 1 for app2 we get:

emvirtual =
1CR

3585s ∗ 185W

=
1CR

663225Ws

emnativ =
1CR

3164s ∗ 189W + 3585s ∗ 111W

=
1CR

995931Ws

emvirtual

emnativ
=

995931
663225

= 1.501

However this calculation is based on the assumption,
that once the data rate drops during run-time, imme-
diately the vm starts off-line computations and vice
versa. Practically this is influenced by the time needed
to resume, suspend and/or migrate a virtual machine.
The following values for these processes were measured
for off-line VMs having 3GB of RAM and 8GB HD:

Suspend: 114 s (vmware process finished)
+ 72 s (kjournald follow-up processing)

Resume: 113 s (till host is visible to batch scheduler)
Migrate: 308 s

The corrected efficiency calculations still show an
advantage of our virtualised server configuration:

emvirtual =
1CR

(3585s + 114s + 113s + 2 ∗ 308s) ∗ 189W

=
1CR

836892Ws

emnativ =
1CR

(3164s ∗ 189W + (3585s + 743s) ∗ 111W )

=
1CR

1089504Ws

emvirtual

emnativ
=

1089504
836892

= 1.301

Another aspect to be taken into account is the au-
tomisation of the whole process of suspending and re-
suming of virtual machines. In the current state of
the experiment the schedule of test runs and mainte-
nance phases is not a fixed one but subject to frequent
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changes due to debugging and commissioning of all ex-
periment detectors. So currently we suspend/resume
the VMs manually, i.e. in a scripted way. For the
first time when the experiment begins we will continue
this and orientate at the given schedule. Currently we
are working on automizing this by using the SysMES
Monitoring and Management Framework [11] to mon-
itor the data rate and other parameters indicating a
appropriate moment for a vmware resume or suspend.
This framework will then automatically take care of
suspending, resuming and migrating the virtual ma-
chines according to predefined rules.

Picture 4 shows a web-based gui provided by ALiEN
which is used to observe the state of the off-line job
computations, in this particular case it shows the state
of the HLT cluster.

5. Conclusion

In this paper we shown how to maximise the HLT
cluster usage by using virtualisation technology. Server
virtualisation not only gives us the opportunity to run
incompatible applications on the same physical hosts,
but also to benefit from small gaps during an on-line
computation. We showed an example on a single host
how the introduced efficiency measure proves our ap-
proach to be correct, i.e. we can compute more results
per unit of power and time using server virtualisation.
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Abstract

In this work we present a novel architecture for dis-
tributed computing in a peer-to-peer network. In partic-
ular, we realize the Paderborn University BSP-based Web
Computing Library (PUBWCL), which formerly used a cen-
tralized client-server architecture for scheduling and load
balancing, as a pure peer-to-peer system. By using dis-
tributed heterogeneous hash tables (DHHT), our architec-
ture features scheduling and load balancing of tightly cou-
pled, massively parallel algorithms in the bulk-synchronous
(BSP) style with a minimal number of migrations.

Furthermore, our architecture is capable of heteroge-
neous BSP programs whereas the former version of PUB-
WCL could only handle homogeneous BSP programs.

1. Introduction

Joining the intrinsic features of distributed hash tables
like scaleability and consistency with job scheduling in the
area of distributed computing, we present a novel architec-
ture for distributed load balancing in a peer-to-peer web
computing library. We start by giving a brief overview of
both the fields consistent hashing and distributed comput-
ing.

1.1. Consistent Hashing

Consistent hashing aka distributed hash tables (DHT) is
universally applicable to many areas of distributed comput-
ing. In many systems like web-server farms, peer-to-peer
networks or storage area networks aka SANs a fair distri-
bution of dynamic sets of data among a dynamic set S of

∗Partially supported by DFG-SFB 376 “Massively Parallel Computa-
tion”, by the EU within IST-2004-15964 (AEOLUS). c©IEEE 2006

servers or nodes is of tremendous importance, where fair-
ness means that even if the system changes its configuration,
each server should be burdened with the same work load.
Additionally, in case of joining or leaving servers, the num-
ber of necessary steps to preserve the data distribution e.g.
in SANs should be minimal, thus necessary replacements
only have an impact on involved data. The idea and notion
of consistent hashing was introduced by Karger et. al. [10].
Originally it was used to distribute web sites among servers
distributed around the globe relieving hot spots in the Inter-
net. Later it became very popular in peer-to-peer networks
like CAN [13], Chord [19], Pastry [5], Tapestry [9], and
many more. The artificial restriction of uniformity of each
j ∈ S in [10] was reworked in [3] and extended to a dy-
namic set of heterogeneous servers. In their case the storage
capacity c(j) was used as a heterogeneous attribute for each
j ∈ S. Their approach was not as elegant as the original
consistent hashing, because the coverage of the hash range
M = [0, 1) used for data assignment was not guaranteed. A
more general approach is the weighted consistent hashing
or distributed heterogeneous hash tables aka DHHT. It is
strongly related to the original version of consistent hashing
presented in [10]. The authors have introduced two tech-
niques, the linear method, and the logarithmic method, in
particular see Section 3 or [15]. Both methods work basi-
cally the same and guarantee beneath coverage of M a fair
data distribution with respect to the weights of the nodes,
which reflect their heterogeneous capabilities. In contrast
to other heterogeneous approaches the DHHT strategies are
offering potentials for realizing several important features
like fault-tolerance, data or process migration, access paral-
lelism engendered by disjoint server selection, to be sensi-
tive to variations in server performance over time, and many
more. All mentioned features are essential for a reliable ar-
chitecture that uses DHT for distributed computing.
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1.2. Distributed Computing

There are several approaches geared to utilize the unused
computation power on the many PCs distributed all over the
world, e.g. distributed computing project [4], Great Inter-
net Mersenne Prime Search (GIMPS) [8], or Search for Ex-
traterrestrial Intelligence [18]. A common characteristic of
most of these approaches is that the computational problem
to be solved has to be divided into many small subprob-
lems by a central server; clients on all the participating PCs
download a subproblem, solve it, send the results back to
the server, and continue with the next subproblem. Since
there is no direct communication between the clients, only
independent subproblems can be solved by the clients in
parallel. The Paderborn University BSP-based Web Com-
puting Library (PUBWCL) removes this restriction; in par-
ticular, it allows to execute tightly coupled, massively paral-
lel algorithms in the bulk-synchronous (BSP) style on PCs
distributed over the internet. PUBWCL is written in Java to
guarantee a high level of security and to be platform inde-
pendent.

1.3. Our Contribution

We present an architecture to replace PUBWCL’s central
server by a peer-to-peer arcitecture. Scheduling and migra-
tion of the processes are performed by dint of DHHT. We
also extend PUBWCL to deal with heterogeneous BSP pro-
grams, and furthermore, we picture a way to increase pro-
cess fault tolerance.

1.4. Organization of Paper

The rest of this paper is organized as follows: In Sections
2 and 3, we give an overview of the Paderborn University
BSP-based Web Computing Library and the DHHT model.
In Section 4, we present our architecture to realize PUB-
WCL as a pure peer-to-peer system. Section 5 concludes
this paper.

2. The Paderborn University BSP-based Web
Computing Library

Before describing a web computing library aka WCL and
especially the Paderborn University BSP-based Web Com-
puting Library aka PUBWCL, we provide some information
on the underlying parallel computation model as well as on
technical aspects of migration – one of the key features of
the web computing library.

2.1. The BSP Model

In order to simplify the development of parallel al-
gorithms, Leslie G. Valiant has introduced the Bulk-
Synchronous Parallel (BSP) model [21] which forms a
bridge between the hardware to use and the software to de-
velop. It gives the developer an abstract view of the tech-
nical structure and the communication features of the hard-
ware to use (e. g. a parallel computer, a cluster of worksta-
tions or a set of PCs interconnected by the internet).

A BSP computer is defined as a set of processors with
local memory, interconnected by a communication mecha-
nism (e. g. a network or shared memory, see Fig. 1) capa-
ble of point-to-point communication, and a barrier synchro-
nization mechanism.

Figure 1: BSP computer

A BSP program consists of a set of BSP processes and a
sequence of supersteps – time intervals bounded by the bar-
rier synchronization. Within a superstep each process per-
forms local computations and sends messages to other pro-
cesses; afterwards it indicates by calling the sync method
that it is ready for the barrier synchronization. When all
processes have invoked the sync method and all messages
are delivered, the next superstep begins and the messages
sent during the previous superstep can be accessed by its
recipients. Fig. 2 illustrates this.

2.2. Thread Migration in Java

Complex algorithms often require much computation
power, because they run for a long time, even on paral-
lel computers. This leads to the following problem: If a
conscripted PC owner, whose unused computation power
is shared, needs these resources again, BSP processes run-
ning on that machine will need more time to complete the
current superstep and may delay the execution of the whole
BSP program due to the barrier synchronization, see Fig. 2.
Eventually, the execution time of a parallel program can be
significantly improved, if it is possible to migrate such pro-
cesses at run-time to other hosts with currently more avail-
able computation power.

From the operating system’s viewpoint, BSP processes
are threads, so we need to migrate Java threads. This can
be accomplished in three ways: modification of the Java
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Figure 2: Delayed synchronization

Virtual Machine (VM) [11], bytecode transformations [14,
20], or sourcecode transformations [17, 6].

Inside PUBWCL we use JavaGo RMI [17, 7] which is an
implementation of the sourcecode transformation approach
and extends the Java programming language with some fea-
tures. This extended language is translated into Java source-
code by the JavaGo compiler jgoc, using the unfolding tech-
nique described in [17]. Since the original implementation
of JavaGo is not fully compatible with the Java RMI stan-
dard, we use our own adapted version JavaGo RMI.

2.3. The PUBWCL Architecture

Basically people can join the PUBWCL system, by in-
stalling a client, which enables them to donate unused com-
putation power and to run their own parallel programs.

PUBWCL is a hybrid peer-to-peer system: The execu-
tion of parallel programs is carried out on peer-to-peer ba-
sis, i. e., among the clients assigned to a task. Administra-
tive tasks (e. g. user management) and the scheduling (i. e.
assignment of clients and selection of appropriate migra-
tion targets) are performed on client-server-basis. Clients
in private subnets connect to the PUBWCL system via the
proxy component, see Fig. 3. Though a permanent internet

Figure 3: The architecture of PUBWCL.

connection is required, changes of dynamically assigned IP
addresses can be handled. This is accomplished by using

Global Unique Identifiers (GUIDs) to unambiguously iden-
tify the clients: when logging in, each client is assigned a
GUID by the server. This GUID can be resolved into the
client’s current IP address and port.

If users want to execute their own parallel programs, they
must be registered PUBWCL users (for donating unused
computation power, it is sufficient to use the guest login).
To run a BSP program, it has to be copied into a special di-
rectory specified in the configuration file. Afterwards one
has to define the name of the program and enter the re-
quested number of parallel processes into a dialog form.
The server then assigns the task to a set of clients and sends

Figure 4: BSP programs in PUBWCL.

a list of these clients to the user’s client (cf. Fig. 4). From
now on, the execution of the parallel program is supervised
by the user’s client. On each of the assigned clients a PUB-
WCL runtime environment is started and the user’s parallel
program is obtained via dynamic code downloading. The
output of the parallel program and, possibly, error messages
including stack traces are forwarded to the user’s client.

All processes of parallel programs are executed in an
own PUBWCL runtime environment in a separate process,
so that it is possible to cleanly abort single parallel pro-
cesses (e. g. in case of an user program error).

Details on the internals of the library as well as a config-
uration guide can be found in [12] or [2].

3. Distributed Heterogeneous Hash Tables

In the area of distributed computing in heterogeneous
cluster networks many tasks are similar to such one can find
in a SAN or a peer-to-peer network. Especially the distri-
bution of processes and their location information equals to
the data distribution and allocation in SANs or peer-to-peer
networks. For SANs some consistent hashing based meth-
ods are available, but only the DHHT seems reasonable for
us to be adopted to this application area. For easier compre-
hension we give an explanation of the scheme and point out
important features needed for our distributed computation
approach.
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3.1. DHHT and Data Assignment

DHHT is a heterogeneous generalization of the Consis-
tent Hashing introduced by Karger et. al. [10]. It uses
similar techniques to map a dynamic set of documents D to
a dynamic set of servers S. In particular the basic assign-
ment principle of documents to servers differs, but is also
done via a random like hash function h : {S ∪ D} �→ M ,
where M = [0, 1) is interpreted as an unit ring. Further-
more the server set S in the original approach consists of
homogeneous servers, whereas the new method [15] over-
comes this restriction by adding to each s ∈ S a weight ws

that corresponds to the nodes capability, e.g. in the area of
SAN the storage capacity c(s) of servers. This extension
allows the DHHT approach to solve the following problem.

Definition 1 The Heterogeneous Distribution Problem:
Given a dynamic set of servers S = {s1, · · · , sn}, a weight-
ing function w : S �→ R

+, and a dynamic set of doc-
uments D = {d1, · · · , dm}. Find a mapping function
fS,w : D �→ S with following properties:

• Simplicity: fS,w uses S, w, d as input and is calculated
without the knowledge of D \ {d}

• Fairness: each server gets a comparative portion
of data with respect to its weight: ∀u, v ∈ S,
|f−1

S,w(v)|/w(v) ≈ |f−1
S,w(u)|/w(u), where f−1

S,w(s) :=
{d ∈ D | fS,w(d) = s}

• Consistency: minimal data reallocation steps to pre-
serve fairness, if |S| or ws changes.

As mentioned before, the DHHT approach offers two dif-
ferent schemes, the linear and the logarithmic method; the
different properties are discussed in [15]. In the following
we enumerate the main steps to assign a document to S.

1. ∀s ∈ S, determine a position rs = h(s)

2. For d ∈ D determine the position rd = h(d)

3. Compute the height of d at rd, H(d, s), for each s.
In case of the linear method use H(d, s) = ((rd − rs)
mod 1)/ws, for the logarithmic method use H(d, s) =
−ln(1−((rd−rs) mod 1))/ws, where a mod 1 :=
a − 
a�.

4. Assign d to s if H(d, s) is minimal for d at rd.

An example for a decomposition of M and the assignment
of responsibilities for servers based on H(d, s) is illustrated
in Fig. 5. One can see the correlation of server capacities
and the lengths of their appropriate subintervals.

Finally some remarks: First, the runtime for document
assignment can be improved by determining the decom-
position of M after step 1, and results in a sorted list of
subintervals of M and their appropriate nodes. This leads to
O(ln |S|) lookup time for data and node insertions. Second,
one can use different hash functions for servers and docu-
ments. Third, DHHT can also be used for homogeneous
servers and heterogeneous documents, by exchanging the
rules of S and D, so the dynamic set D is heterogeneous
regarding an attribute like sizes of d ∈ D.

3.2. Enhanced Model Features

In advance to other approaches like [10, 3], the DHHT
approach and its methods provide useful and non overhead
causing benefits for SANs or peer-to-peer systems like:

Guaranteed Coverage: If the mapping range M is inter-
preted as an unit ring, |S| ≥ 1, and the nodes are pictured
as continuous functions, coverage of M via S for document
assignment is guaranteed. So there exists always a node s′

that defines the minimal height H(d, s′) at rd after s has left
the system. So the redistribution of data, stored on a leaving
node s, is solved by moving the data from s to the set S′ of
nodes that will define the minimum hight instead of s.

10 rs
t

Figure 6: Fading out in four steps
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Selfscaling Model: An other feature of DHHT is inde-
pendency of the weighting of nodes. The weights reflect
the capabilites of the nodes and can be chosen arbitrarily
large within the same unit and without knowledge all other
weights in the system. Finally the data distribution is pre-
served and still fair as long as the minimum constraint based
on H(d, s) is satisfied.

Capability fading during runtime: This feature is given
by the coverage and the self scaling property. If the ca-
pability of a node decreases or increases, the weight and
thus the picture of the function in the model changes, see
Fig. 6. This has an impact on the height of the intersection
points with other functions of nodes and results for them
into smaller or bigger subintervals which define their re-
sponsibilities during the assignment. This also means if all
nodes change their weights by the same factor at the same
time, nothing will happen at all. Furthermore, continuously
changing the weight of a single node s over time predefines
the amount of storage that must be moved and avoids peak
load on servers in S′ ∪ {s} or within the network.

3.3. Heterogeneity and Parallelism

A crucial problem within the consistent hashing scheme
is that distributed elements are mostly sequentially accessi-
ble only or parallel accessible with high probability. This
problem is inherited from hash-functions and is explainable
as follows. If for instance a parallelism via p different nodes
is wanted and additionally a balanced behavior of the sys-
tem, the distribution tasks via has function gets more com-
plicated. If a document d is placed via hash-function, it will
be stored on the same node unless the responsible node or
the system changes, because the value that maps d into M
will never change. Thus for parallelism or redundancy p
multiple IDs are needed and to be stored for each document
or its distributed segments. Nevertheless, using these mul-
tiple IDs might lead to p places consisting of less than p
nodes. To overcome this a selection of independent nodes
must be guaranteed without additional costs. So a solution
might place p equal nodes at one position rs within M , but
this would destroy the whole dynamic and furthermore it
would inherit all negative attributes from huge raid systems.

So lets consider how this can be done by DHHT. A doc-
ument can be distributed on disjoint places by applying the
following strategy (cp. Fig. 7). Primarily determine the po-
sition rd of d, then choose the first p nodes given by the in-
creasing order of nodes by using the minimum of the func-
tion H(d, s) at rd. Finally store p copies or a p-wise frag-
mentation of d along these nodes. Nevertheless this strategy
does not optimize the parallel access time for a document
unless the bandwidth of nodes is neglected and the frag-
mentation of d is uniform.

Therefore we present a distribution scheme by apply-

10

Figure 7: Distinct placement using p=3

ing DHHT and results from [16], but in difference to [16]
with reduced parallelism which was introduced to picture a
closed form of an optimal multi parameter access scheme
for minimizing parallel access time. The parameters were
server bandwidths b(s), server capacities c(s), document
sizes c(d), and their popularity value p(d). They defined
virtual servers Vi, where each server consists of a paral-
lel capacity based on the bandwidth of physically inde-
pendent disks, see Fig. 8. The first virtual server V1 was
ascertained by t1, that denotes the first time point where
∃j ∈ S : t1·b(j) = c(j). Thus the capacity of V1 is c(V1) =∑n

j=1 b(j) · t1 including n = |S1| disks. The following vir-
tual disks and their capacities are constructed analogously,
but sequentially with less disks and only remaining capac-
ities c(Vi) =

∑n+1−i
j=1 b(j) · (ti − ti−1) : t0 = 0, j ∈ Si.

This results in n virtual servers with different potentials in
capacity and parallelism. At least the capacity allocation for
a document d on disk j belonging to Vi if stored there arises
from the capacity distribution within Vi and is determined
by alloc(j, d) = c(d) · b(j)·(ti−ti−1)

c(Vi)
= c(d) · c(j)

c(Vi)
. For

further details how popularity comes into touch see [16].
We now modify this concepts and restrict the number of

virtual servers to m � n and use the first m time points
resulting in V = {V1, . . . , Vm}, where Vm gathers the
remaining unassigned capacities. This leads to m virtual
servers, where |Si|− |Si−1| determines the number of inde-
pendent disks from Vi to Vi+1. Now for each Vi we built a
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Figure 8: Parallel utilization of S and D
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DHHT model consisting of |Si| nodes and a weight for each
node j ∈ Si defined by wj = ci(j) = b(j) · (ti − ti−1).
The assignment of a document to its initial position in M is
done as described before in Section 3.1.

The second change restricts the parallelism for document
assignment. Instead of distributing d over Si disks, a subset
Sp

i ⊆ Si : p = |Sp
i | << |Si| is used and constructed via

the disjoint placement strategy described in Fig. 7. So d is
distributed among the first p nodes where d is segmented in
the same fashion as described before in alloc(j, d), but by
replacing c(Vi) with

∑p
i=1 ci(j) in the denominator. This

leads to an assignment of d on p << Si physical disks
improving parallel access. This follows directly from the
results in [16].

Summarizing all this leads to m− 1 servers, where each
server is restricted by the maximum number of independent
disks and their capacities, which are defined by their band-
widths. Eventually, documents are assigned, using paral-
lelism p, in heterogeneous portions to improve their parallel
access time. Finally, one virtual server remains, utilizing
the rest capacity.

4. Architecture

PUBWCL’s features scheduling, migration, and fault tol-
erance are provided by dint of the central server. When the
number of PUBWCL clients grows, this single point of fail-
ure can also become a bottle neck. Thus, it is convincing to
realize PUBWCL as a pure peer-to-peer system. In the fol-
lowing Sections, we describe the current state of PUBWCL
and explain how this goal can be attained.

4.1. Preconditions

We assume that, in a web computing environment, we
can only utilize donated computation power, i.e., the capac-
ity left over by the local users of the particular computers.
Of course this computation power is continually fluctuating,
but in [1] we have shown by an empirical evaluation that
these fluctuations typically follow some continuous pattern
for some time. More precisely, when we accepted a factor
of up to 1.6 in the deviation of the availiable computation
power, over 97% of the donated computation power was
provided in form of contiguous time intervals with durations
ranging from half an hour up to several hours. On most of
the examined computers the average duration of these time
intervals was four hours or even much longer.

As a web computing environment is not only heteroge-
neous with respect to the currently donated computation
power, but also with regard to hardware and operating sys-
tem, the unused computation power on different comput-
ers cannot be compared directly, because the amount of
memory, for example, affects the number of processes that

can be efficiently executed concurrently. Thus, we need a
platform-independent way to measure the provided compu-
tation power:

Definition 2 An average unit thread (AUT) is a work pack-
age for benchmarking, consisting of operations that are typ-
ical for BSP programs in Java, for example integer and
floating point arithmetic, memory allocation, object cre-
ation and serialization. An AUT does also consume a typi-
cal amount of memory.

Thus, the available computation power on computer i can
be expressed by the number of AUTs, ai ∈ R

+, that can be
completed within some given time limit t1 ∈ R

+.
Let t′i ∈ R

+ denote the execution duration of one AUT
on computer i. Then we define σi : R

+ → R
+ with

σi(x) �→ x · t′i which yields the total execution duration
of x AUTs executed sequentielly utilizing all the available
computation power. Similarly, we define πi : R

+ → R
+

for parallel execution. For all x up to some pi ≥ 1,
σi(x) = πi(x) holds, whereas for x > pi, we will have
σi(x) < πi(x) due to insufficient memory or increased con-
text switching overhead in the parallel case. We denote with
pi the maximum number of parallel executions of AUTs
on computer i without any impact on the execution time
of each AUT on i.

4.2. Scheduling

Initially we derive the following constraint from the BSP
program properties: Since all BSP processes are synchro-
nized after each superstep, we can reduce the scheduling
problem for a BSP program with n supersteps to n sub-
problems, namely scheduling within a superstep.

The scheduling (called “initial distribution” in [1]) and
load balancing algorithms presented in [1] can only handle
homogeneous BSP programs. We will now drop this restric-
tion and allow heterogeneous tasks, where the expected exe-
cution time of a BSP process j is expressed by the hardness
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Figure 9: Peer utilization for BSP programs and AUT benchmark
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factor hj ∈ R
+ which is obtained by comparing the process

to an AUT. First, as described before, we can characterize
the computation power of a peer i ∈ S by the parameters
ti and pi. Second, we define a number of m classes to dif-
ferentiate the importance of processes compared to other
processes in execution, and we assume that the number of
peers in the system is 2m = |S|. We use these parameters
by applying and adapting the model we have described in
Section 3.3. Thereby we utilize the peers in m virtual sys-
tems Vj , where V1 consists of all peers. Then we determine
the time t1, where the first peer has computed all its AUTs.
Depending on the time ti, that each peer needs to compute
an AUT, peers are participating at the virtual system V1 with
a weight wi = t1/ti.

In difference to the model described before, we do not
reduce the system by only one peer, but by a set of peers
P1, where |P1| = 1

m · 2m. The members of P1 are all peers
given by t1, and the remaining ones up to |P1| are taken
from the descendingly sorted list over all peers using ti as
sorting parameter. The virtual system V2 is now constructed
with the remaining 2m − V1 peers in the same manner, but
with the weighting function wi = t2−t1

ti
. This is done m

times to create all virtual systems, compare Fig. 9. Now
we can construct m independent DHHT models for each
Vj with the according weights from peers, as determined
before. Thus a process is scheduled on a system Vj if its
priority is equal to j.

Within such a virtual system Vj , a BSP program j, that
consists of p independent processes, choses a random posi-
tion rj via the hash function. The peer that defines the lower
envelope at rj determines c · p, c ≥ 1, minima at the same
position and chooses the p best fitting peers for accomplish-
ing the parallel program. The resulting set of peers is not
necessarily consisting of the fastest peers found. It depends
on the current load of the chosen peers, that means how
many AUT slots are free and which choice leads to the ex-
pected minimal parallel execution time. How this could be
done is not discussed in this work. In addition it is allowed
and can occur that no process is computed on the peer that
defines the minimum at rj , but this peer has to store the dis-
tribution information about the program and its processes
even if it does not compute any process.

4.3. Migration

When utilizing the unused computation power in a web
computing environment, one has to deal with unpredictable
fluctuations of the available computation power on the sin-
gle computers. Especially in a set of tightly coupled paral-
lel processes, a single process receiving little computation
power can slow down the whole application. PUBWCL re-
acts on this by migrating such “slow” BSP processes.

The problem of migration is to determine which pro-

cesses are candidates for migrating and to preserve the lo-
cation information and the fairness for the other peers. Us-
ing the DHHT model to schedule BSP processes, we can
use the previously described feature called fading which is
illustrated in Fig. 6. This feature allows us to adjust the ca-
pacities of peers if necessary at certain steps or online. A
BSP process or its program distribution information is in-
volved in a migration phase if the responsible node changes
its weight. By knowing the weights of all other peers and
the hash functions in the system or at least knowing the
set of peers and their current weights, which defines the
lower envelope for the current interval responsibilities of
the peers, a peer can compute the potential successor for
each process. The migration decision now depends only on
the economy or costs for the migration. This means if the
migration time plus reinitiating the process is less than the
remaining computation time on the current peer, a migration
is reasonable. It should be noted here that, independently of
the migration decision for processes, the distribution infor-
mation of a program has to migrate always, but needs not
necessarily be deleted at the initial peer.

4.4. Fault Tolerance

It in order to increase fault tolerance, PUBWCL creates
a backup of the execution state of each process of a task dur-
ing every barrier synchronizaton. These backups are stored
locally as well as on other nodes so that the execution state
at the most recent barrier synchronization can be restored if
some PUBWCL clients crash or leave the network.

Work is in progress to realize an extension of PUBWCL
which allows redundant execution of BSP processes, i. e.,
processes are started redundantly, but only the results of the
fastest one are committed whereas the remaining processes
are aborted when the first one completes. This will signifi-
cantly improve fault tolerance.

To realize fault tolerance the modified DHHT model of-
fers two opportunities. The first one is more resource in-
tensive and simply multiplies each process by a redundancy
factor r. Thus a task containing a number of p processes
allocates along its random position r · p nodes and initiates
each process r times. If a process on a peer is completed,
the peer can determine the position of its copies and ter-
minate them to deallocate the computation resources. This
leads to an r times failure safe system. The second oppor-
tunity is less resource intensive, but only safe against inten-
sive migration costs and not against unexpectedly leaving
peers. The idea is derived from the observation one can get
from the fading feature. The probability for a process p to
be a migration candidate is bigger, if its height at rp deter-
mined during the allocation phase is greater than many (or
all) other processes. It should be noted that processes with
such a height are typically nearer at the intersection point’s

1. GI/ITG KuVS FG Virtualisierung 11.-12. Februar 2008 / PC², Universität Paderborn

Seite 53



x-coordinate and thus to neighbouring peers. So if there
are spare resources left to compute a number of processes
r times redundantly, processes initiated under such condi-
tions seems to be good candidates for multiple initiation.
So the process initiations should be done where rp deter-
mines the peer p1 that defines the 1st minimum and peer
p2 that defines the 2nd minimum, and so on, until the pro-
cess is initiated r times. Which strategy the system should
use, could depend on the experiences made by measuring
the impact of unexpectedly leaving and joining peers.

5. Conclusion

We have presented an peer-to-peer architecture to re-
place the prior centralized client-server architecture of the
PUBWCL. It provides scheduling, migration, and fault tol-
erance for processes and its meta-information by using
DHHT, which features simplicity, fairness, and consistency
and thereby guarantees low communication costs among the
peers, a fair schedule among tasks themselves as well as
among processes of each task, and a minimal number of
migrations to rebalance the load on changes in the avail-
able computation power of participating nodes. Further-
more this architecture is capable of heterogeneous BSP pro-
grams, whereas the former version of PUBWCL could only
handle homogeneous BSP programs.

In order to evaluate the speed-up by load balancing and
to compare the scalability of this approach with the client-
server architecture, implementation work is in progress and
results might be available and published soon.

References

[1] O. Bonorden, J. Gehweiler, and F. Meyer auf der Heide.
Load balancing strategies in a web computing environ-
ment. In Proceeedings of International Conference on Par-
allel Processing and Applied Mathematics (PPAM), Poznan,
Poland, September 2005.

[2] O. Bonorden, J. Gehweiler, and F. Meyer auf der Heide.
A web computing environment for parallel algorithms in
Java. In Proceeedings of International Conference on Par-
allel Processing and Applied Mathematics (PPAM), Poznan,
Poland, September 2005.

[3] A. Brinkmann, K. Salzwedel, and C. Scheideler. Compact,
adaptive placement schemes for non-uniform distribution re-
quirements. In Proc. of the 14th ACM Symposium on Paral-
lel Algorithms and Architectures (SPAA), pages 53–62, Win-
nipeg, Manitoba, Canada, 11 - 13 Aug. 2002.

[4] The first general purpose distributed computing project,
1997.

[5] P. Druschel and A. Rowstron. Pastry: Scalable, distributed
object location and routing for large-scale peer-to-peer sys-
tems. In R. Guerraoui, editor, Middleware 2001, IFIP/ACM
International Conference on Distributed Systems Platforms

Heidelberg, Germany, November 12-16, 2001, Proceedings,
volume 2218 of Lecture Notes in Computer Science, pages
329–350. Springer, 2001.

[6] S. Fünfrocken. Transparent migration of Java-based mobile
agents. In Mobile Agents, pages 26–37, 1998.

[7] J. Gehweiler. JavaGo RMI.
[8] Great internet mersenne prime search (GIMPS).
[9] K. Hildrum, J. D. Kubiatowicz, S. Rao, and B. Y. Zhao. Dis-

tributed object location in a dynamic network. In Proceed-
ings of the 14th Annual ACM Symposium on Parallel AL-
gorithms and Architectures (SPAA-02), pages 41–52, New
York, Aug. 10–13 2002. ACM Press.

[10] D. Karger, E. Lehman, T. Leighton, M. Levine, D. Lewin,
and R. Panigrahy. Consistent hashing and random trees:
Distributed caching protocols for relieving hot spots on the
World Wide Web. In Proceedings of the Twenty-Ninth An-
nual ACM Symposium on Theory of Computing, pages 654–
663, El Paso, Texas, 4–6 May 1997.

[11] M. J. M. Ma, C.-L. Wang, and F. C. M. Lau. Delta execu-
tion: A preemptive Java thread migration mechanism. Clus-
ter Computing, 3(2):83–94, 2000.

[12] The Paderborn University BSP-based Web Computing Li-
brary (PUBWCL).

[13] S. Ratnasamy, P. Francis, M. Handley, R. Karp, and
S. Shenker. A scalable content-addressable network. In
Computer Communication Review, volume 31, pages 161–
172. Dept. of Elec. Eng. and Comp. Sci., University of Cal-
ifornia, Berkeley, 2001.

[14] T. Sakamoto, T. Sekiguchi, and A. Yonezawa. Bytecode
transformation for portable thread migration in Java. In
ASA/MA, pages 16–28, 2000.

[15] C. Schindelhauer and G. Schomaker. Weighted distributed
hash tables. In Proc. of the 17th ACM Symposium on Paral-
lelism in Algorithms and Architectures (SPAA), 2005.

[16] C. Schindelhauer and G. Schomaker. SAN optimal multi
parameter access scheme. In Proceedings of the 5th Inter-
national Conference on Networking, Apr. 2006.

[17] T. Sekiguchi, H. Masuhara, and A. Yonezawa. A simple
extension of Java language for controllable transparent mi-
gration and its portable implementation. In Coordination
Models and Languages, pages 211–226, 1999.

[18] Search for extraterrestrial intelligence (SETI at home).
[19] I. Stoica, R. Morris, D. Karger, F. Kaashoek, and H. Bal-

akrishnan. Chord: A scalable Peer-To-Peer lookup service
for internet applications. In R. Guerin, editor, Proceedings
of the ACM SIGCOMM 2001 Conference (SIGCOMM-01),
volume 31, 4 of Computer Communication Review, pages
149–160, New York, Aug. 27–31 2001. ACM Press.

[20] E. Truyen, B. Robben, B. Vanhaute, T. Coninx, W. Joosen,
and P. Verbaeten. Portable support for transparent thread
migration in Java. In ASA/MA 2000: Proceedings of the
Second International Symposium on Agent Systems and Ap-
plications and Fourth International Symposium on Mobile
Agents, pages 29–43, London, UK, 2000. Springer-Verlag.

[21] L. G. Valiant. A bridging model for parallel computation.
Communications of the ACM, 33(8):103–111, 1990.

11.-12. Februar 2008 / PC², Universität Paderborn 1. GI/ITG KuVS FG Virtualisierung

Seite 54



Increasing Fault Tolerance by
introducing Virtual Execution Environments∗
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Abstract

Commercial Grids demand for contractually fixed lev-
els of quality of service, expressed by means of Ser-
vice Level Agreements (SLAs). The EC-funded project
HPC4U developed transparent fault tolerance mecha-
nisms allowing to comply with negotiated SLAs also
in case of resource failures, providing checkpointing
of also parallel applications and the migration over the
Grid. This paper describes the concept of virtual execu-
tion environments for increasing the number of poten-
tial migration targets.

Introduction
Grid computing started under the merely technical question
of how to provide access to distributed high performance
compute resources. Thanks to countless projects and ini-
tiatives, funded by national and international bodies world-
wide, Grid systems have significantly evolved meanwhile,
making Grid technology adoptable in a large variety of us-
age scenarios. However, Grids are currently primarily used
in the academic domain, where universities are pooling their
high performance resources to Grid infrastructures and re-
searchers are using these resources for executing applica-
tions like simulations.

Currently the Grid is on the verge of entering the com-
mercial domain. Companies like IBM, Hewlett Packard,
and Microsoft have recognized the potential of Grid Com-
puting, investing noticeable efforts on research and the sup-
port of research communities. Already in 2003 the European
Commission (EC) convened a group of experts to clarify the
demands of future Grid systems and which properties and
capabilities are missing in current existing Grid infrastruc-
tures. Their work resulted in the idea of the Next Generation
Grid (NGG) (Priol & Snelling 2003; Jeffery (edt.) 2004;
De Roure (edt.) 2006). This work clearly identified that
guaranteed provision of reliability, transparency, and Qual-
ity of Service (QoS) is an important demand for successfully
commercialize future Grid systems. In particular, commer-

∗This work has been partially supported by the EU within the
6th Framework Programme under contract IST-031772 ”Advanced
Risk Assessment and Management for Trustable Grids” (Assess-
Grid) and IST-511531 ”Highly Predictable Cluster for Internet-
Grids” (HPC4U).

cial users will not use a Grid system for computing busi-
ness critical jobs if it is operating on the best-effort approach
only.

The EC-funded project BEinGrid (Business Experiments
in Grid (BeInGrid), EU-funded Project ) aims at fostering
the commercial uptake of the Grid. BEinGrid encompasses
numerous business experiments, where Grid technology is
to be introduced to specific business domains. Some of these
experiments actually reached the goal of proving the benefit
of applying Grid technology for commercial customers, pro-
viding a contractually fixed level of Quality of Service. For
describing such obligations and expectations within a busi-
ness relationship between a service provider and a service
consumer, a Service Level Agreement (SLA) is a powerful
instrument (Sahai et al. 2002), specifying the QoS require-
ment profile of a job. At the Grid middleware layer many
research activities already focus on integrating SLA func-
tionality.

Modern resource management systems (RMS) are work-
ing on the best-effort approach, not giving any guaran-
tees on job completion to the user. Since these RMS
are offering their resources to Grid systems, Grid middle-
ware has only limited means in fulfilling all terms of ne-
gotiated SLAs. For closing this gap between the require-
ments of SLA-enabled Grid middleware and the capabilities
of RMS, HPC4U (Highly Predictable Cluster for Internet-
Grids (HPC4U) ) started working on an SLA-aware RMS,
utilizing the mechanisms of process-, storage- and network-
subsystems for realizing application-transparent fault toler-
ance. The RMS OpenCCS has been selected as a central
component of the HPC4U project, since the planning based
nature of OpenCCS seemed to be well-suited for realizing
SLA-awareness. Within the project all features required for
SLA-awareness and SLA-compliance have been developed,
e. g. an SLA-aware scheduler, mechanisms for transparent
checkpointing of parallel applications, or the negotiation of
new SLAs.

For increasing the level of fault tolerance, the HPC4U
system has been enabled to migrate checkpointed jobs be-
tween cluster systems, i. e., between cluster systems within
the same administrative domain or even to arbitrary cluster
resources within the Grid. Prior to such a migration process,
the remote cluster system has to agree on all terms of the job
that is to be migrated. This ensures that the job will be com-
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pleted as agreed with the service customer. Since all fault
tolerance mechanisms are transparent, the customer will not
notice that the job has been completed on a remote cluster
system.

However, it is not possible to use arbitrary cluster re-
sources for resuming the checkpointed job. Since the job
has been started and checkpointed in the context of a spe-
cific execution environment, the remote resource has to be
compatible to this execution environment. These compati-
bility demands regard high level requirements like proces-
sor architecture and operating system, but also low level as-
pects like availability and version of libraries. In HPC4U
all these demands have been expressed within a compati-
bility profile, which is part of the SLA negotiation process
with the remote cluster resource. Even if this compatibil-
ity profile significantly increases the chance of successfully
resuming checkpointed jobs on remote cluster systems, it
also significantly reduces the number of potential migration
targets. Even large heterogeneous Grid systems only have
a very small number of compatible resources which can be
used as potential migration targets. The number of available
migration targets is even smaller, since the remote cluster
system has to agree on all other terms of the SLA, e. g. the
compliance with deadlines.

Obviously increasing the number of compatible resources
would also increase the number of potential migration tar-
gets, thus increasing the level of fault tolerance. For achiev-
ing this goal, we introduce the instrument of virtual execu-
tion environments, which are then established at the com-
pute resources, ensuring the compatibility of the compute
resource with the migrated job.

In this paper, we will first highlight the architecture of the
HPC4U cluster system and the demands on compatibility.
The main part will then describe the instrument of virtual
environments. The paper ends with an overview about re-
lated work and a short conclusion.

HPC4U Architecture
The HPC4U cluster middleware consists of multiple ele-
ments, i. e., the SLA-aware resource management system
and the main building blocks for ensuring a high level of
fault tolerance: process checkpointing, storage snapshot and
virtualization, and network failover. In an exceptional situa-
tion, e. g. the outage of hardware resources, the HPC4U sys-
tem uses its FT (Fault Tolerance) mechanisms to assure the
completion of a job. This means that the Metacluster soft-
ware enables checkpoint/restart (and migration) of a running
process, so that jobs can be restarted from the last check-
point on a spare resource. But only considering the check-
point process could cause inconsistencies at restart because
the checkpoint’s data and job’s data can be at a different
stage as a running job continues to write data on files af-
ter the checkpoint. Therefore, the system has to maintain
consistency between checkpoints’ data and job’s data. This
process has also to be supported by the network subsystem,
e. g. regarding in-transit network packets.

The results of HPC4U are a mix of open source and pro-
prietary software embedded in three outcomes (cf. Figure
1) (Heine, Hovestadt, & Kao 2004). The SLA-aware and

Grid-enabled Resource Management System includes SLA
negotiation, multi-site SLA-aware scheduling, security and
interfaces for storage, checkpointing, and networking sup-
port. It is available for multiple platforms and distributed as
open source. The second HPC4U outcome is a vertically in-
tegrated commercial product with proprietary Linux-specific
developments for storage, networking, and checkpointing.
This outcome demonstrates the entire, ready-to-use HPC4U
functionality (job checkpointing, migration, and restart) for
Grids based on Linux architectures. It is obvious that pro-
viding an agreed level of Quality of Service and Fault Tol-
erance requires broad interaction between all components of
the HPC4U system. The third outcome also depicts a ver-
tically integrated system, but consisting of non-commercial
components only. Compared to the commercial system this
system has significant functionality drawbacks but can be
easily evaluated without the need of obtaining any licenses.

Without loss of generality we assume that a user from
somewhere in the Grid wants to compute a job and connects
to an HPC4U system for negotiating on a Service Level
Agreement. Usually, a user would not connect directly to an
HPC4U system, but uses his local Grid middleware interface
for finding suitable resources for his request. Matchmak-
ing mechanisms on the level of Grid middleware compare
requirements with published information about available re-
sources. Hence, Grid middleware mechanisms offer inter-
mediary services. However, from the point of view of an
HPC4U system, it makes no difference if a user or some Grid
middleware element starts a service negotiation request.

The cluster middleware system consists of three indepen-
dent layers:
• At the upper layer, the system provides an interface,

which can be used by Grid middleware systems to nego-
tiate on Service Level Agreements. This interface applies
to standard protocols used in Grid middleware ensuring
interoperability with other projects.

• At the middle layer, an SLA-aware resource management
system using the upper layer interface, negotiating with
customers on SLAs. It also assures the compliance with
these agreed SLAs at runtime. This does not only imply
the monitoring of internal resources, but also the utiliza-
tion of appropriate mechanisms to realize fault tolerance
in case of resource outages.

• At the lower layer are the subsystems of HPC4U. Offering
specific APIs, each of these subsystems provides special
mechanisms for fault tolerance on process-, network- or
storage-level. Since all interfaces within the HPC4U sys-
tem are published, each component can be replaced with
arbitrary third-party products, as long as these products
provide compliant interfaces.

Compatibility Profile
The SLA-aware resource management system uses process
checkpoints for various purposes. Beside the compensation
of local resource outages by intra-cluster migration, a check-
point may also be transferred to remote systems. Kernel-
level checkpointing systems allow the checkpointing of ar-
bitrary applications without the need of prior relinking or
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Figure 1: Outcomes of the HPC4U project

recompiling. When focusing on commercial users, who ex-
ecute proprietary applications, this is necessary as relinking
or recompiling is not be possible in most cases. This flexi-
bility and transparency on the other hand has the drawback
of a high degree of system dependence.

In contrast to application level checkpointing, a kernel-
level checkpointed process can not be restarted on arbitrary
target systems. Beside high level characteristics like operat-
ing system or processor type, the target machine even has to
be compatible in regard of versions of installed libraries and
tools. If restarting a checkpointed job on an incompatible
resource, the job would directly crash at best. In the worst
case, the application would resume its computation, but re-
turn incorrect results. In this case the RMS would assume
that the application restarted successfully, returning incor-
rect results back to the customer.

An obvious way to face this situation and ensure a suc-
cessful restart on the target machine is to request identical
machines. At this, the hardware of a suitable target machine
must be identical to the source machine. The same holds for
the software installation. Both machines have to have iden-
tical operating systems with identical upgrade levels (e. g.
RedHat AS4, Upgrade 4).

Even if this strict demand solves the problem of compati-
bility very efficiently, it reduces the number of eligible target
systems in a migration process close to zero. If looking to
resource information catalogues in the Grid, a broad vari-
ety of different systems becomes apparent. Even if some
of these systems would be able to resume the checkpointed
application, this strict demand on equality would disqualify
them.

For enhancing the number of potential migration targets
while ensuring their compatibility, the compatibility profile
is introduced. This profile is an instrument for describing

the application’s requirements on the target machine, so that
the restart can be successful.

The compatibility profile holds information regarding the
general demands on the target resource. The most funda-
mental requirement on the target machine is regarding its
internal architecture and system properties. These demands
are not specific to the used checkpointing system, but arise
from the execution environment. Furthermore, the operating
system installed on a compute node forms the fundament for
the application execution, e. g. the execution within a Linux
operating system.

All Kernel-level checkpointing solutions have their gen-
eral functionality in common. By intercepting specific sys-
tem calls they allow to generate a process image of a run-
ning application. Despite the fact that these solutions differ
in their particular functionality profiles, it is not possible to
exchange checkpoint datasets between them. Therefore it is
necessary to have the same checkpointing solution available
on the target machine that was used to generate the check-
point. Hence, the checkpointing system is also part of the
compatibility profile.

Beside operating system, checkpointing system and pro-
cessor architecture, a broad variety of other system proper-
ties is essential for a successful restart of the application,
e. g. sufficient amount of main memory as well as storage
capacity. Also hardware demands like the availability of
a specific network interconnect, or software demands like
special purpose applications, libraries, or licenses are part of
the customer agreed SLA. The SLA may also demand for
the availability of a specific filesystem type. In this case,
also the filesystem must be available on the target machine.

The concept of libraries is known in almost all operating
systems. Instead of demanding each application developer
to write the same core functions again and again, these func-
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tions are provided by means of libraries. The operating sys-
tem itself is offering system services over system libraries.
By linking his application against these libraries, this the
programmer is able to use these functionalities easily.

Static libraries are linked to the application and part of the
resulting binary. This way, the user does not have to ensure
the availability on the system where he plans to execute the
binary. However, static linking results in significant waste of
space, both storage and memory. Furthermore this type of li-
brary complicates system maintenance. On updating a given
library (e. g. due to a security problem or programming bug),
all applications using this library have to be relinked.

Shared libraries in contrast are only loaded once into the
system memory. On application start, the availability of the
library is checked by a loader service. This loader verifies
the version of the library, sets entry addresses, and maps the
memory of the library to the virtual memory segment of the
application.

Dynamic loading further improves the concept of a shared
library. It allows the application to dynamically load and
unload a library at runtime. Beside performance increase at
start time, this method also has the advantage that applica-
tions can start even if specific libraries are not available on
that system and not crucial for program execution.

From the checkpoint compatibility point of view, dynamic
loading is a serious issue, because libraries are not necessar-
ily placed at the same position in memory at each restart.
If a checkpoint is resumed in an environment where these
libraries are loaded to different memory addresses, the ap-
plication would access the wrong memory segments at run-
time.

Currently available checkpointing solutions are solving
this problem by saving the address of these libraries to the
checkpoint dataset file. If restarting the application on a re-
mote system, the system checks the addresses of these li-
braries. If necessary, it then reloads the library and maps
the addresses for the restarted application. However, this
method requires the library to be installed at the same po-
sition (i. e., directory path) and in the same version. Due
to this reason it is important to add information about the
required libraries to the compatibility profile.

In the Linux operating system libraries are stored
having their version in their filename. The library
can be found under its major version number due to
a link from the real library name to the virtual li-
brary name, which only holds the major version in its
name (e. g.libcap.so.1 -> libcap.so.1.10, or
libnetsnmp.so.5 -> libnetsnmp.so.5.1.2).

Changes in the patch version usually do not refer to
changes in the functions, so that programs running with ver-
sion 5.1.2 should also restart with 5.1.1. Minor version
changes signal a change in functions, which is backwards
compatible to older versions, so that 1.10 should not be
restarted with 1.9.

However, it has to be distinguished between loaded and
unloaded libraries at this point. If a library has been loaded,
the loader service of the operating system mapped all ad-
dresses according to the particular library version. Since
this address mapping information is part of the checkpoint

dataset, the job would also use the same information at
restart.

Even minimal differences in the code of a library has ef-
fect on the memory size of that function. The result is that
address mapping tables are different between two patch ver-
sions. If the job restarts with an address mapping table, that
does not match with the installed library, this would cause
an incorrect behavior at runtime.

Therefore the checkpointing profile has to distinguish be-
tween loaded and unloaded libraries.

• For unloaded libraries it is sufficient to query for a com-
patible library version.

• For loaded libraries it is mandatory that the identical ver-
sion is available on the migration target system.

The resource management system can retrieve the library
related information about a running job by analyzing the ap-
plication and checking the list of loaded libraries at check-
point time. According to this list of libraries the RMS is then
able to check the version numbers of the libraries, adding ei-
ther the full version or solely the major version number to
the compatibility profile.

Virtual Execution Environments
The previous section underlined the difficulties of retriev-
ing compatible resources for migration within Grid systems.
Only if the target resource matches the compatibility profile,
the checkpointed job may be migrated.

It is common practise that Grid resources are operated un-
der a decentralized autonomy of local resource providers.
Hence, local administrators decide on the operating system
to be installed on compute resources. Moreover, is is the
responsibility of local resource administrators to install up-
dates, e. g. applying available patches to the local compute
node environment. This local autonomy is the root cause of
the difficulty of finding compatible resources. Since each
difference in the operating system patchlevel impacts the
compatibility for the migration process, it would be benefi-
cial to have commonly accepted and available execution en-
vironments, guaranteeing the compatibility regarding paths
and libraries.

This goal can be achieved by using virtualization technol-
ogy on the compute resources. Instead of executing applica-
tions directly on a compute node, a virtual system is started
first. Within this virtual system arbitrary operating systems
can be started. The application then is started within this vir-
tual system environment. This way, it is possible to start the
application within a well-defined system environment.

The central component of this new infrastructure is a cen-
tral system image repository, holding system images of dif-
ferent operating systems, e. g. commonly used Linux dis-
tributions in different versions and different patchlevels (cf.
figure 2). Each of these images has a unique ID. The con-
tents of this image repository can be published within the
Grid using well established mechanisms like resource in-
formation catalogues. Since these information services are
public, not only a single provider is able to access the con-
tents, but all Grid stakeholders.
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Figure 2: Virtual System Repository

Already at SLA negotiation time, the service customer
now has the opportunity to specify a system image to be es-
tablished at execution time, instead of the current practise of
not knowing if the job will be executed on an up-to-date De-
bian system or an outdated SuSE. Hence, the customer can
test his job in the specified environment by establishing the
image from the system image repository locally, being sure
that the job will succeed and return the expected results.

Providers will typically only support a subset of images
from the image repository, e. g. images of distributions that
are known by the system administrators, or that have proven
to run stable on the compute resources. Providers are free
in the selection of supported system images, which are then
published in the Grid resource information catalogue.

At level of Grid middleware the customer requested vir-
tual system ID has to be matched against the provider sup-
ported characteristics of their resources, like it is already
common practise with all other system parameters like num-
ber of nodes or amount of main memory. Hence, currently
existing matching mechanisms, e. g. used by Grid broker
systems, can be used for also matching the virtual system
IDs.

If a provider agrees on an SLA specifying a virtual sys-
tem image ID, it has to establish the specified system image
at runtime on the compute node and then execute the user
job within the specified environment. If the customer did
not specify any image ID, the provider may choose a default
virtual system to be executed on the compute node. In this
case, the customer does not have any knowledge about the
system that is used for executing his job, but this only corre-
sponds to the current situation.

At runtime, the virtual system is then established on the
compute node, so that all job checkpoints can be executed
in a well defined and well known environment. Hence, all
dependencies of the checkpointed job on the system envi-
ronment are known, since the system has been executed in
the specified virtual environment.

This is particularly beneficial for the migration process,
since it is no longer mandatory to generate a compatibil-
ity profile, as explained in the previous section. Instead
of querying for libraries or library versions, the resource

provider is able to query for resources that can execute the
particular virtual system ID. Hence, instead of describing
requirements on a compatible environment, now the com-
patible environment can be requested directly.

This virtual system ID is part of the SLA negotiation pro-
cess of the source and the target resource provider, which
is providing the migration target resources. If the target re-
source provider agrees on the SLA, it agrees on establishing
the specified virtual system on the compute node at runtime,
where the checkpointed job is to be resumed. This mecha-
nism also applies to all further migration operations of this
job, e. g. if the new resource provider again has to query the
Grid for backup resources due to resource failures.

Related Work
The worldwide research in Grid computing resulted in nu-
merous different Grid packages. Beside many commodity
Grid systems, general purpose toolkits exist such as Uni-
core (UNICORE Forum e.V. ) or Globus (Globus Alliance:
Globus Toolkit ). Although Globus represents the de-facto
standard for Grid toolkits, all these systems have proprietary
designs and interfaces. To ensure future interoperability of
Grid systems as well as the opportunity to customize instal-
lations, the OGSA (Open Grid Services Architecture) work-
ing group within the OGF aims to develop the architecture
for an open Grid infrastructure (GGF Open Grid Services
Architecture Working Group (OGSA WG) 2003).

In (Jeffery (edt.) 2004), important requirements for the
Next Generation Grid (NGG) were described. Among those
needs, one of the major goals is to support resource-sharing
in virtual organizations all over the world. Thus attract-
ing commercial users to use the Grid, to develop Grid en-
abled applications, and to offer their resources in the Grid.
Mandatory prerequisites are flexibility, transparency, relia-
bility, and the application of SLAs to guarantee a negotiated
QoS level.

An architecture that supports the co-allocation of multi-
ple resource types, such as processors and network band-
width, was presented in (Foster et al. 1999). The Globus
Architecture for Reservation and Allocation (GARA) pro-
vides ”wrapper” functions to enhance a local RMS not ca-
pable of supporting advance reservations with this function-
ality. This is an important step towards an integrated QoS
aware resource management. In our paper, this approach is
enhanced by SLA and monitoring facilities. These enhance-
ments are needed in order to guarantee the compliance with
all accepted SLAs. This means, it has to be ensured that the
system works as expected at any time, not only at the time a
reservation is made. The GARA component of Globus cur-
rently does neither support the definition of SLAs or mal-
leable reservations, nor does it support resilience mecha-
nisms to handle resource outages or failures.

The requirements and procedures of a protocol for nego-
tiating SLAs were described in SNAP (Czajkowski et al.
2002). However, the important issue of how to map, im-
plement, and assure those SLAs during the whole lifetime
of a request on the RMS layer remains to be solved. This
issue is also addressed by the architecture presented in this
paper.
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The Grid community has identified the need for a stan-
dard for SLA description and negotiation. This led to the
development of WS-Agreement/-Negotiation (Andrieux et
al. 2004).

The usage of virtualization technology at provider level
within resource management systems has been described in
(Fallenbeck et al. 2006). Here the Xen virtual machine mon-
itor is used for increasing system utilization and response
time of a cluster system operated with the Sun Grid Engine
resource management system. Long running sequential jobs
are executed in a virtualized environment and suspended
for executing short running parallel jobs. This work under-
lined the general applicability of virtualization technology
on compute nodes, but did neither address fault tolerance
nor the execution of parallel applications within virtual en-
vironments.

Conclusion

SLA-awareness is a mandatory prerequisite if the commer-
cial user should be attracted to use Grid environments. Since
SLA-awareness does not only focus on the negotiation of
new SLA but also on their fulfillment, mechanisms for pro-
viding SLA-compliant service also in the case of resource
failures are required. The EC-funded project HCP4U aims
at providing an application-transparent and software-only
solution of such an SLA-aware RMS, demanding for reli-
ability and fault tolerance. The HPC4U system already al-
lows the Grid user to negotiate on new SLAs, which will
be realized by means like process-, network,- and storage-
checkpointing.

Migrating checkpoint datasets over the Grid to remote
cluster resources particularly implies requirements on the
compatibility of source and target resource. Only if the tar-
get resource matches the source resource to a large extend,
the checkpoint will be able to resume successfully. For de-
scribing all these requirements, the HPC4U introduced the
compatibility profile. At migration time, the system has to
query for target resources matching the terms of this profile.

Due to these fine grained requirements the number of
matching resources is fairly small even in large heteroge-
neous Grid systems. Introducing virtual execution environ-
ments on the compute nodes allows to address the question
of resource compatibility in a novel way. Instead of describ-
ing the requirements of a compatible environment, the com-
patible environment itself is established on a compute re-
source at resume time of a checkpointed job.

The mechanisms presented in this paper preserve the lo-
cal autonomy of resource administrators, who still can de-
cide which virtual system should be supported. Moreover
already available resource querying mechanisms within the
Grid can be used for finding resource providers supporting a
specific virtual execution environment. The implementation
of virtual execution environments is subject of current work,
using the resource management system OpenCCS and the
Xen virtual machine monitor.
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Abstract

Distributed virtual machines can help to build scalable,
manageable and efficient Grid infrastructures. The work
proposed in this paper focuses on information management
for virtual machine based Grid systems. Resource informa-
tion from popular virtual machine products, e.g., Xen and
VMware, is organized in CIM schema. The Grid computing
community, on the other hand, in general employs another
information schema, such as GLUE. To manage virtual ma-
chine resources for Grid computing, efficient information
transfer of virtual machine resource to Grid high level ser-
vices is required. In the paper an information service is
built to retrieve resource information of virtual machines,
and translate CIM based information to Grid information
defined in GLUE schema. The resource information is fi-
nally transferred to high level Grid services, for example
Web interface access for users. We argue that the imple-
mentation is the first attempt of organizing virtual machine
information for Grid computing. The work is implemented
in a test bed and shown with example usage.

1. Introduction

Grid computing technology [12] offers promising solu-
tions for parallel and distributed computing. It can provide
reliable, collaborative and secure access to remote compu-
tational resources as well as distributed data and scientific
instruments.

A virtual machine is a computing platform that creates a
virtualized layer between the computing hardware and the
application. This paper is devoted to discuss a Grid work-
flow system on distributed virtual machines. There are ad-
vantages of using virtual machines, like on demand creation
and customization, performance isolation, legacy software
support and ease of management.

Virtual machine based Grid systems are characterized by
some special features, which bring research challenges for
deploying, monitoring and operating the system:

• Site autonomy
In the virtual machine based Grid system, the host-
ing resources, which run a Virtual Machine Monitor
(VMM) and support multiple virtual machines, are
commonly owned and controlled by different institutes
or organizations at different sites. Users may expect
to meet different resource management policies during
the creation and manipulation of virtual machines.

• Hierarchy
A virtual machine based Grid system is hierarchical
in nature. It contains several levels, virtual machine
level, hosting resource level and the user access point,
i.e., Grid portal.

• Heterogeneity
A virtual machine based Grid system includes hetero-
geneous hosting resources, virtual machine technolo-
gies (e.g., Xen, VMWare) as well as programming in-
terfaces.

• Large scale distribution
Computer centers and data centers frequently employ
virtual machines and build Grid infrastructures across
geographically distributed sites.

In a virtual machine based Grid system, some specific
requirements demand attention for the information service:

• Efficient delivery of resource information from virtual
machines to clients in the hierarchical Grid environ-
ment;

• Information services should be scalable and robust
with regard to dynamic startup/shutdown of virtual
machines;
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• The information collector which runs inside in the vir-
tual machine should be lightweight, portable and man-
ageable.

• Information from popular VMM such as Xen and
VMware which is defined by the CIM schema should
be translated to higher level Grid services and user ac-
cess.

This work implements an information collector, a trans-
lator and an information provider for VMware virtual ma-
chines and builds a Grid information service which can re-
trieve resource information from the information provider.
The work is to our knowledge the first prototype of an in-
formation service for a virtual machine based Grid system,
which can translate CIM based virtual machine information
into Grid information defined in GLUE schema.

The paper is organized as follows: related work is in-
vestigated in Section 2; Section 3 give an overview on the
design and implementation of the information service. Sec-
tion 4, Section 5 and Section 6 detail the implementation
of components in the information service: the information
collector, the translator, and the information provider. In
Section 7 test results are presented and discussed. Section 8
concludes the paper and points out future work.

2. Related work

Since several years the Grid computing research com-
munity shows interest for virtual machines and virtual en-
vironments. The typical Virtual Machine Monitor (VMM)
or hypervisor setup includes Xen VMM [2], VMware
server/ESX server [27], and User Mode Linux [16]. In gen-
eral, users can benefit from the virtualization techniques in
the following aspects:

• On demand creation and customization
Users can create a customized virtual machine, which
can provide customized resource allocation for users,
e.g., OS, memory, storage, etc.

• Performance isolation
Virtual machines can guarantee the performance for
users and applications. Users of virtual machine could
expect a dedicated computing environment, which is
hard to find in multiple-user computing servers.

• Legacy software support
Customized virtual machines which are compatible
with legacy binary applications can be created. Users
from specific engine domains can find it very desir-
able and promising since some legacy libraries could
be supported.

• Easy management
Users in general should only access computing servers
with restricted user privilege. It is thus difficult to pro-
cess the work such as compilation, installation, config-
uration of desirable computing environment for users.
Virtual machines on the contrary, could offer users
with “root” access of the allocated virtual machine.
Therefore application domains could manage their en-
vironments in their own interest.

The Globus alliance recently implemented the concept
of virtual workspace [15] which allows a Grid client to de-
fine an environment in terms of its requirements, manage it,
and then deploy the environment on the Grid. The imple-
mentation is based on Globus Toolkit 4 (GT4) and it only
supports Xen VMM. Some other research work also fo-
cuses on deploying computing systems or test beds with vir-
tual machines, for example, virtualization of batch queue-
ing system [3], GridBuilder [4], using virtual machine as
Grid gateway [5], multi-site MPI platform with Xen virtual
machine [24], migration of virtual machines in MAN/WAN
[26].

Other researchers try to build virtualized middleware for
clusters and distributed systems. Xen Grid Engine [9] fol-
lows an approach to create dynamic virtual cluster partitions
using para-virtualization techniques. The work presented
in [19] builds virtual clusters and virtualized distirbuted in-
frastructures. The In-VIGO [1] project aims to build vir-
tulization middleware for computational Grids. In-VIGO
provides a distributed environment where multiple applica-
tion instances can coexist in virtual or physical resources
such that clients are unaware of the complexity inherent to
Grid computing.

Various advances have been made in field of virtual net-
work. Violin [19]employs user-level communication indi-
rection between the virtual machines and the underlying in-
frastructure. The In-VIGO system implements Wide-Area
Overlays of Virtual Workstations (WOWs) by creating vir-
tual IP networks on top of P2P overlays. While the Violin
and the In-VIGO implementations are based on user-level
overlay networks, VNET [23] is realized in both user-level
and kernel level: host kernel-level devices are created to
tunnel network traffic.

Another important topic is the performance analysis of
virtual machines or virtual environments. The Xen group
has published a performance evaluation and comparison be-
tween several popular VMMs concerning the performance
overhead in different scenarios [17]. Other research efforts
refer to virtual machine based systems, i.e., performance of
para- and paene- virtualized systems [20], performance en-
hancement of SMP clusters with virtual machines [22].
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Figure 1. Hierarchy of the virtual machine
based Grid system

3. System Overview

We propose a system model to describe a distributed, hi-
erarchical, heterogeneous virtual machine based Grid sys-
tem. The system architecture has been described hierarchi-
cally (see also Fig. 1):

• Grid level
The target Grid system contains multiple geographi-
cally distributed sites, which could be computer cen-
ters, data centers, universities, and research institutes.
On the Grid level, each site is represented and accessed
via an access point. In other words, users can submit
jobs to some computing centers and get their resource
information via the access point.

• Site level
Each site provides a number of physical resources, for
instance, cluster, PVP, and MPP. Resources in each site
are connected with LAN and can support multiple vir-
tual machines.

• Virtual machine level
Grid users can demand virtual machines on hosting re-

sources, submit jobs to virtual machines, monitor their
jobs and the guest systems.

The information service consists of an information col-
lector in virtual machine, the client of information collec-
tor, and information translator and an information provider
in the access point, and the aggregated Globus index ser-
vice. The information collector which runs inside a vir-
tual machine is used to retrieve resource information for
the information provider. Information collector clients get
results from information collectors, the information trans-
lators change CIM information to GLUE information and
information providers for Globus MDS 4 (Monitoring and
Discovery System) organize the resource information from
information collectors in predefined XML schema, which
are aggregated into the Globus index service. The Web-
MDS can be configured as a graphical user interface based
on the Globus index service (see also Fig. 2).

Service aggregation

VMVM

VMM

      collector

    information 

VM
......

site

hosting resourcehosting resource

WebMDSCommand Line  Service client

     provider

   information 

collector client

     translator

   information 

     provider

   information 

   information 

  Globus Index 

     provider

   information 
......

point

access

Figure 2. Overview of the information service
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4. Information Collector

The information collector is a light weight software,
which resides inside a virtual machine and collects resource
information. In the current implementation, we programm
on VMWare ESX server APIs and build information collec-
tor on VMware virtual machines.

VMware ESX server is a commercial virtualization
product of VMware Inc. Common Information Model
(CIM) [6] is defined as an international standard by the
Distributed Management Task Force (DMTF) [11]. The
VMware ESX server together with CIM SDK provides a
CIM-compliant object model for virtual machines and their
related storage devices. Fig. 3 shows a typical configuration
environment of VMware ESX server. The virtual machine
contains a virtual disk that resides as a virtual disk file on a
storage area network.

storage array

VMware ESX server

  disk

virtual

    FC HBA

VM
LUN

virtual

disk file

Figure 3. Sample environment of VMware
ESX server

The SMI-S (Storage Management Initiative Specifica-
tion) schema for the sample VMware ESX server environ-
ment is shown using UML in Fig. 4. ESXComputerSys-
tem is the kernel object of the system. It associates VM,
VirtualDisk and FC HBA&LUN1 with HostedDependency,
HostedStoragePool and SystemDevice relationships respec-
tively. VM is associated with VirtualDisk with ArchiCon-
nection relationship. The latter is associated with FC
HBA&LUN in ConcreteComponent relationship.

The pegasus CIMOM (CIM Object Manager) [7] is
deployed on the VMware ESX server. The information
provider at the access point works as CIM client and com-
municates with pegasus CIMOM to retrieve information
from virtual machines and their associated storage. The
information provider complies with SMI-S profile [21]
and transports CIM XML over HTTP/HTTPS to pegasus
CIMOM (see also Fig. 5).

We implement the client side codes which communicate
with pegasus CIMOM server on the basis of VMware ESX

1Fibre Channel Host Bus Adaptor & Logical Unit Number

ConcreteComponent

VirtualDisk ESXComputerSystem

 FC HBA & LUN

VM

HostedDependency

SystemDevice

HostedStoragePool ArchiveConnection

Figure 4. CIM schema for VMware ESX server

HTTP/HTTPS

provider

information Pegasus

CIMOM

  VMware ESX server 

Figure 5. CIMON for VMware ESX server

server APIs. The communication between the client and pe-
gasus CIMOM server is based on HTTP/HTTPs or TCP/IP
protocols. The client side codes, together with informa-
tion translator and information provider, reside in the access
point of the site.

5 Information Translator

5.1 CIM schema for virtual machine in-
formation

The CIM (Common Information Model) schema [6],
which is a standard created by DMTF (Distributed Manage-
ment Task Force) provides a common definition of manage-
ment information for systems, networks, applications and
services. CIM is a conceptual information model for de-
scribing computing and business entities in enterprize envi-
ronments. The fundamental goals of CIM are common def-
initions that enable vendors to exchange semantically rich
management information between wide varieties of sys-
tems.

The VMware CIM SDK provides a CIM interface for
developers building management applications. With the
VMware CIM SDK, developers can use CIM-compliant ap-
plications to explore the virtual machines on ESX Server,
along with associated storage resources.
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5.2 Grid information schema and informa-
tion service

Various types of resources which are shared on computa-
tional Grids should be described in a precise and systematic
manner. The Grid resources are thus able to be discovered
for subsequent management or use.

The GLUE (Grid Laboratory Uniform Environment)
schema [13] represents an abstract model for Grid resources
and mappings to concrete schemas that can be used by in-
formation services within Grids. The underlying idea of the
schema therefore is to provide an information model that
can be used to exchange pieces of information among dif-
ferent knowledge domains and virtual organizations [14].
The GLUE schema is widely used in production Grid such
as EGEE [10], OSG [18] and Teragrid [25].

The GLUE schema is defined in UML diagrams (1.3
version) or XML (1.2 version). The GLUE schema de-
fines so called core entities, such as Site, Service,
ComputingElement and StorageElement. The re-
lations between core entities are represented in concept
level, such as objects and properties.

An Grid information service provides information about
a Grid infrastructure that consists of a wide variety of
Grid resources. Grid information is thereafter used
for various Grid operations, such as resource discov-
ery/monitoring/accounting and job submission/execution.

In our production Grid environment, the Globus index
service is used for the Grid level information service. The
Grid index service can collect information and publish the
information to clients. The Grid index service can also
register to each other in a hierarchical fashion in order
to aggregate data at several levels. The Aggregator
Framework of Globus index service is used to build ser-
vices that collect and aggregate data. For example, we build
an information provider from virtual machines and provide
information to the Aggregator Framework.

5.3 Translation of CIM information to
GLUE information

The virtual machine information is organized as a CIM
schema. In production computational Grids, resource in-
formation is defined by GLUE schema. The information
provider therefore needs to translate the CIM information
into GLUE information, then marshes the data into GLUE
XML file.

There are mainly two technical problems to translate
CIM information to GLUE information:

• The GLUE schema does not contain virtual machine
concept.

• CIM schema and GLUE schema make their own rep-
resentation at different levels. It is thus impossible

Figure 6. Extended GLUE schema

to make a direct mapping of CIM schema to GLUE
schema.

The GLUE schema has been extended accordingly to
support virtual machine concept. A VirtualMachine class
is created by inheriting Host class in the GLUE schema.
Several attributes and operations are included in Virtual-
Machine classes to represent virtual machine concepts.
Figure 6 shows the extended GLUE schema.

The GLUE schema is represented in various high level
formats, such as XML schema and UML class diagram.
The CIM schema, on the other hand, provides an object
oriented format. The CIM schema shipped by VMware is
represented in Java classes. Thus there is no direct mapping
from CIM schema to GLUE schema. We first generated
Java classes from GLUE schema. The Java Architecture
for XML Binding (JAXB) provides a fast and convenient
way to bind an XML schema to Java representations. With
the JAXB compiler and binding tools, Java binding classes
could be automatically generated from GLUE schema. In
the binding classes, CIM GLUE classes (Pegasus CIMON
APIs) are invoked and virtual machine information is gen-
erated. The information is thereafter marshaled to GLUE
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XML data.

6 Information Provider

An information provider has been programmed to call
the information collector client and the translator automati-
cally and read the GLUE XML file to the Globus Aggrega-
tor Framework.

It is also required to configure Globus Aggregator
Framework to enable the information provider for Globus
index service, for example, registering the information
provider to the back-end of Globus index service, map-
ping the information provider in the deployment file of
the Globus index service and configure the schedule to
run the information provider. Therefore GLUE XML data
could be automatically generated and provided to Globus
Aggregator Framework. The Grid index service
could provide resource information from virtual machines
to higher Grid services, for example, WebMDS [28] or be
accessed from the Globus Toolkit command line.

7 Test results

7.1 Test bed

The actual test bed is configured as shown in Fig. 7.
Blade10, Blade11 and Lizhe3 are hosting resources which
are installed with VMware ESX server and VMware server.
VM1, VM2 and VM3 are virtual machines backed by
the hosting resources that form the virtual machine pool.
Lizhe2 is the access point for the virtual machine pool (see
also Tab. 2).

7.2 Test results

The access point runs an information provider to retrieve
information from VM1/VM3 and VM2 via VMware ESX
server. The information provider collects the resource in-
formation and organizes it with GLUE schema (shown in
Tab. 1)

blade10

VM3VM2VM1

virtual machine pool

lizhe2lizhe3blade11

Figure 7. Test bed

The information provider thus furnishes the organized
information to the Aggregator Framework of Globus

Toolkit. Users can retrieve the information with client
programs of Globus index service or browse the infor-
mation via WebMDS. Fig. 8 shows the resource informa-
tion retrieved from virtual machine pool with WebMDS on
Lizhe2. These results justify the correct operation of the
prototype implemented on the test bed.

Figure 8. Resource information from virtual
machines
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Table 1. Virtual machine information in GLUE schema
< V irtualMachineInformation >

. . .
< V irtualMachine >

< itemname = ”Hostname”value = ”IWR − LIZHE − V M2.fzk.de”/ >
< itemname = ”BIOS UUID”value = ”564ddc04− d598 − 5abd− b318 − 92f58810c7bc”/ >
< itemname = ”Guest OS”value = ”Suse Linux Enterprise Server”/ >
< itemname = ”Power state”value = ”powered off”/ >
< itemname = ”Storagepool”value = ”iwrcgblade11”/ >
. . .

< /V irtualMachine >
. . .

< /V irtualMachineInformation >

VMware ESX server

GLUE

XML filetranslator

Information

JAXB binding

Pegasus CIMON

Globus Aggregator Framework

Information Provider

Globus Index Service

XML schema
GLUE

Figure 9. Implementation of virtual machine information provider

Table 2. Test bed summary
Resource Name Resource Type Software installed
Blade9 IBM BladeCenter HS20 VMWare ESX server

2× Intel c© XeonTM CPU 3.00 GHz
Blade11 IBM BladeCenter LS20 VMware ESX server

2×AMD OpteronTM Processor 250, 2.8 GHz
IWR-Lizhe3 Linux Workstation VMware server

1× AMD AthlonTM 64 Processor 3500 +
IWR-Lizhe2 Linux Workstation Globus Toolkit 4

1×Intel c© Pentium M Processor 1.5GHz
VM1, VM2, VM3 Virtual Machine Scientific Linux 3.0.6
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8 Conclusion and Future work

Virtual machines are widely accepted in computer cen-
ters to support various applications. This paper implements
an information service of virtual machine pools for Grid
computing. The information service can monitor virtual
machines backed by popular VMM, such as VMware ESX
server. We argue our contributions are

• building an efficient information service for retrieving
virtual machines, and

• translating CIM based virtual machine information to
Grid information defined in GLUE schema.

This is the first attempt of bridging the gap between indus-
try information standard and production Grid information
standard.

The prototype of the implementation will be developed
and tested in large scale Grid system, e.g. D-Grid test
bed [8]. The performance such as scalability and robust-
ness should be considered for further implementation.
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Abstract 
 

Grid services need to be operated in a reliable and 
scalable way in order to guarantee round the clock 
access to resources for a widely distributed user 
community. Virtualization techniques seem to be well 
suited to set up highly available automated systems. 
Bringing both worlds together, this paper discusses an 
implementation to run virtualized Grid services for the 
German D-Grid infrastructure.  
 
1. Introduction 
 
The D-Grid initiative aims to build the foundation for a 
sustainable Grid infrastructure in Germany [1]. The D-
Grid integration project works on the provisioning of 
generic Grid middleware components and the operation 
of common sustainable Grid services for the D-Grid 
communities (Fig. 1).  
 

 
 
Fig.1: D-Grid community projects are supported by 
the integration project that supports generic Grid 
middleware and Grid services. 
 
The middleware architecture is based on three 
independent flavours: Globus Toolkit [2], gLite [3] and 
Unicore [4]. The generic layer requires not only the 
operation of middleware specific services like resource 
broker, scheduler or resource monitor but as well the 
implementation of gateways to route requests between 

the different Grid worlds and translate the 
corresponding information.  

 
 
Fig.2: The D-Grid middleware architecture builds on 
Globus Toolkit, gLite and Unicore. 
 

It is the task of Forschungszentrum Karlsruhe to 
host the numerous basic Grid services in the D-Grid 
integration project and deliver reliable operations. The 
usual procedure for robust operation foresees to host 
services on individual servers in order to isolate the 
individual tasks and in addition have less interference 
during the configuration of e.g. network ports and 
software libraries.  This procedure, however, needs a 
considerable amount of resources that are very often 
underutilized as the individual services may not be 
constantly on high load. In addition, service availability 
problems arise in the case of server maintenance or 
server downtime. This is a serious issue as the basic 
Grid services are essential for all Grid applications and 
have to be operated round the clock in a widely 
distributed environment. It is thus mandatory to 
guarantee high availability and to be able to define and 
monitor service level agreements. 
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2. Virtual Infrastructure 
 
In order to solve the problems mentioned above we 
decided to use virtual machines to implement the Grid 
services and perform all operations based on a generic 
virtual infrastructure. An analysis of requirements was 
performed taking into account the following aspects: 
  

 Management tools 
 Resource pooling 
 Provisioning of machines 
 Service level definition 
 Template libraries  
 Snapshots and backup 
 Live migration of machines 
 Monitoring capabilities 
 Virtual LAN to access machines remotely 
 Virtual SMP to support multi-core 
 Virtual memory efficiency  

 
The evaluation was done in view of the establishment 
of a high availability solution that allows to group 
resources in resource pools. 
 
We evaluated three different virtualization solutions: 
Microsoft Virtualserver [5], VMware Virtual 
Infrastructure [6], and Citrix XenServer [7]. The 
various products come with different management 
capabilities, and are architected in a multi-tier 
structure: There is usually a bulk of physical servers to 
host the virtual machines and a management server that 
coordinates the resource pools and takes care of 
resource usage. The steering and control is performed 
on a further level either using a dedicated console or by 
use of a Web interface. 
  
Considering the requirements the decision was to set up 
a high availability cluster on the basis of IBM 
BladeCenter, bundled with VMware Virtual 
Infrastructure (see Fig. 3). The cluster consists of two 
identical BladeCenter systems, each equipped with 7 
quad-core blades HS21 with 16 GB RAM that are 
installed in two geographically separated data centres 
on the campus of Forschungszentrum Karlsruhe. The 
storage pools contain around 10 TeraBytes disk space 
and have been realized using a distributed setup in a 
common storage area network (SAN). Special care has 
been taken to implement all features and network 
connections to allow for redundancy and smart 
failover. The network components in Figure 3 are 
coloured light blue. Every blade server has four 
network interfaces which are operated in active 
teaming mode in order to gain performance and fault 

tolerance. Two of them are connected to one switch 
and the others are connected to the second switch. The 
uplink ports of these switches are connected to 
different backbone switches in a way that network 
failures can be compensated. All resources like storage, 
CPU cycles, memory, networking bandwidth are 
organized in resource pools, independent of their 
location, and can dynamically be assigned to the virtual 
machines hosting the Grid services. 
 
 

 
 
Fig. 3: Virtual infrastructure: High availability cluster, 
distributed over two data centres (IWR and OKD). All 
management information is maintained in a SQL 
database. Virtual machine snapshots are backed up in 
a TSM tape library. 
 
A high availability cluster has been arranged to host the 
nearly 50 Grid service machines in a way such that half 
of the resources are located in each data centre. The 
corresponding management services are run on the 
basis of the VirtualCenter management server and 
console. It is worthwhile to mention that we 
implemented the management server itself as a virtual 
machine inside the high availability cluster in order to 
gain reliability. This in-band solution is feasible as the 
server only takes care of planning and monitoring 
tasks; the operations are executed by the ESX blades 
autonomously by high availability agents. It can thus be 
guaranteed that missing virtual machines are restarted 
even in absence of the management server. 
 
Virtual machines are backed up to a TSM tape service 
on user demand or in a fully automated rule based 
fashion using Vizioncore vRanger [8]. The backup 
works with virtual machine snapshots that are taken on-
line. These snapshots are gathered on a dedicated 
Windows blade server from where they are moved to a 
tape library. 
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As the resources are always accessed through the 
virtualization layer, it is possible to define service 
levels to be monitored in the VirtualCenter console. In 
order to maintain service levels, the management server 
automatically moves the virtual machines across the 
physical layer depending on a load balancing 
mechanism. In case of system or firmware upgrades 
individual physical hosts can enter maintenance mode. 
They are drained without implications for the virtual 
machine operation, as the load can be moved to other 
active resources in the cluster. Similarly, additional 
blade capacity can be dynamically added to the cluster 
in case of performance bottlenecks. In case of a sudden 
system or power failure in one of the computer centres 
the missing services are supposed to automatically 
restart using the remaining resources. 
 
The virtual machine storage is partitioned out of the 
common SAN storage pools by definition of LUNs that 
are mounted as SCSI devices at each blade. The 
VMware virtual machines file system (VMFS) safely 
grants concurrent and efficient access to the disks even 
in larger installations. The system allows for migration 
of machine storage from one LUN to the other during 
operation. This feature enables replacement of storage 
systems without any downtime.    
 
Fig.4 shows a snapshot of the VirtualCenter 
management console with the virtual machines 
deployed for D-Grid.  
 

 
 
Fig.4: Management console of the high availability 
cluster hosting the D-Grid virtual machines. Shown is 
the main window with tabs to navigate to different 
views. Left pane: Resource and machine overview.  
Lower right: Monitoring of the service levels as 
delivered by the high availability cluster.  
 
The authentication scheme to manage the virtual 
servers is based on Microsoft Active Directory. Using 

VirtualCenter, roles like administrator, user, developer 
etc. can be defined and all settings are maintained in a 
SQL database. According to the specific roles 
management operations can be allowed or forbidden on 
the basis of fine-grained resource access rules. This 
security feature is essential for running common 
resource pools in a multi-domain environment and has 
to be compared to the Xen world where each 
management activity requires superuser privileges. 
 
3. Discussion 
 
The system described above is in reliable operation 
since more than a year. From our practical experience 
there is lot of added value from virtualization as 
compared to a static server setup. The most important 
point is that virtualization eases the way to data centre 
automation through the concept of resource pool 
management. The main advantages are: 
 

 Rapid deployment of virtual servers 
 Automated load balancing 
 Automated failover 
 Performance guarantees 
 Snapshots of systems 
 Support of legacy systems 

 
In total we observe an increased flexibility to satisfy 
customer requirements at a lower cost, as we have less 
maintenance effort due to the standardized and fault 
tolerant physical environment. However, one has to 
take into account that there is additional effort to 
maintain the virtualization layer and that there is a need 
to install high-quality infrastructure on the physical 
layer (e.g. SAN, multi-core servers with maximum 
memory).  
 
The server consolidation leads to a better utilization of 
the hardware and thus decreases energy consumption 
considerably. The consolidation factor is in the range 
of 5 to 20 virtual machines per physical server blade, 
depending on the actual load. In times of low 
utilization, machines may be concentrated on a few 
blades and empty blades switched off in order to lower 
energy consumption. In case of a need, the system is 
able to re-activate blades automatically by Wake-On-
LAN calls in order to increase the capacity of the pool.  
 
An additional set of machines has been arranged in a 
testing pool at lower service levels. Furthermore, the 
virtual infrastructure had also been used at the same 
time to host another 50 virtual machines to train the 
140 students during the week of GridKa school 2007 

1. GI/ITG KuVS FG Virtualisierung 11.-12. Februar 2008 / PC², Universität Paderborn

Seite 73



[9]. The training courses used Thin Clients hooked up 
to the virtual machines, a concept that actually seems 
very promising for reasons of flexibility and economy 
[10]. On the other hand the use of virtual networks 
allows virtual machines to reside in the subnet of 
distant users, opening the virtual floor to as well 
support application specific areas. Dedicated hardware 
in remote institutes could thus be supplemented by 
compute power out of the centralized common resource 
pool. 
 
It is our observation that the performance penalties 
through the virtualization layer are in the order of 5% 
only and thus almost negligible. Developers have even 
reported a higher performance as compared to their 
local PC based workstations. This is due to the better 
I/O service levels that can be arranged in the SAN 
based storage and an easy to deliver larger RAM 
allocation.  
 
Taking snapshots of systems is of great benefit for 
developers, as they can return to a specific point of 
their work at any time. Arbitrary system changes can be 
accepted or withdrawn with just a mouse-click. 
  
Of special value is the support of legacy systems: It 
allows us to maintain 32 bit applications on actual 64 
bit hardware. This enabled us to easily migrate elder 
middleware components to the most recent powerful 
multi-core blade systems without major problems. 
 
4. Outlook 
 

It is envisaged to considerably increase the blade 
capacity by further 10 chassis for D-Grid (some 1200 
cores). These blades will be equipped with Infiniband 
interconnect and will serve as a resource for high 
performance parallel computing. Besides VMware 
Virtual Infrastructure we envisage to use OpenSource 
Xen to implement and manage virtual systems. Another 
area of current activities is the evaluation of storage 
virtualization solutions to make better use of storage 
devices and for instance allow for thin provisioning of 
capacity. 

 
The high availability concepts described in this 

paper are as well interesting for delivery of high quality 
in-house services. We intend to deploy another high 
availability cluster over a distance of 12 km between 
Forschungszentrum Karlsruhe and Karlsruhe 
University as a foundation for the services to be 
delivered to the newly formed Karlsruhe Institute of 
Technology (KIT). 
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Abstract

Over the past years, virtualization has emerged again,
making its place in the data centers. However, data cen-
ters are already facing management problems due to the
increased system complexity. Virtualization increases this
complexity even more. To address these management prob-
lems, computing systems should be able to manage them-
selves. In this paper, we propose a modular framework
for the autonomic management of virtualization-based en-
vironments. This framework is virtualization-technology in-
dependent and permits plugging in various controller ap-
proaches.

1. Introduction

System virtualization is a technique first developed in the
mid 1960’s. It consists of an indirection layer that is in-
troduced between the hardware and the operating system,
called virtual machine monitor (VMM) or hypervisor. The
VMM partitions the hardware in logical units, called virtual
machines (VMs). Inside a VM, a so-called guest operating
system is running. The VMM controls and synchronizes
the access of guest OSs to hardware resources. As such, it
is possible to run multiple, possibly different OSs in parallel
on the same hardware. Although a flourishing technology
in the 1970’s, the 1980’s and 1990’s brought a drop in hard-
ware prices which meant that it was affordable to run one
application per computing system, and thus virtualization
was slowly forgotten [10]. Over the past years howvever,
virtualization has emerged again, nowadays being used on
both server (e.g. VMware ESX [19], Xen [23]) and desk-
top systems (e.g. VMWare Workstation [20], Virtual Box
[18]). The new paradigm states: one application per virtual
machine, several virtual machines per computing system.

The adoption of virtualization in the data center is tak-

ing place at a high pace. The possibility of consolidating
a bundle of under-utilized server boxes into one server sys-
tem is certainly one of the reasons. Besides server consol-
idation, it is the way maintenance and system management
are simplified that makes this technology attractive for sys-
tem administrators. However, virtualization does not reduce
the complexity of a system. In fact, having multiple virtual
machines running on top of several physical machines actu-
ally increases the overall system complexity. This matches
the theory of the ever increasing complexity of computing
systems, which will finally lead to systems which cannot
be managed by human experts (system administrators) any
more. However, such systems exist in the nature since mil-
lions of years. In [6], the authors proposed the human auto-
nomic nervous system (ANS) as an inspiration source. The
ANS manages low-level, yet vital body functions like heart
rate or body temperature without conscious control. Simi-
larly, computing systems should be able to manage them-
selves, based on some high-level goals defined by a hu-
man system administrator. The field of reseach that deals
with this kind of systems is called autonomic computing,
the essence of which is self-management. According to [6],
there are four aspects of self-management:

• self-configuration, the capability of computing sys-
tems to install and configure themselves

• self-optimization, the property of computing systems
to continuously seek to improve their operation

• self-healing, the property of computing systems to de-
tect, diagnose and repair local problems

• self-protection, the property of computing systems to
defend themselves in the face of a malicious attack or
cascading failures

For the purpose of this paper, we will mainly focus
on the self-optimization aspect for the management of
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virtualization-based environments, assuming that quality-
of-service levels of the services, provided by the VMs, have
to be fulfilled [3].

Virtualization-based environments are a great area of
application for autonomic computing. On one hand, the
increased complexity caused by the use of virtualization
makes autonomic computing a necessity in large data cen-
ters. On the other hand, most of the server virtualization
technologies that currently exist provide management fea-
tures like the allocation of resources (memory, CPU shares
and others) at run-time and live migration of virtual ma-
chines [2]. These features are great control knobs (actua-
tors) that can be used for system self-optimization. Also
monitoring and debugging capabilities are enhanced by the
introduction of an indirection layer between the operating
system and the hardware. What is missing is an intelligent
controller that can take decisions based on the data gath-
ered through monitoring resulting in dynamically allocated
resources through the previously mentioned actuators. This
paper deals with aspects related to the development of such
an intelligent controller.

2. Related work and limitations

Various publications deal with the autonomic manage-
ment of virtual environments. Policy-based approaches
have been a popular way to manage computing systems, and
virtualization-based systems are no exception. In [12], the
authors present a system called VIOLION, which uses the
Xen hypervisor for virtualization. The system comprises
one monitor daemon per physical machine and one adapta-
tion manager. The adaptation manager uses the data gath-
ered by the monitor daemon to dictate virtual machine re-
source allocation. Another policy-based approach has been
published by Grit et al. [4]. Here, the authors use and extend
Shirako, a Java-based toolkit for resource leasing services,
to explore algorithmic challenges when using policies for
the adaptive hosting of virtual machines on computer clus-
ters.

Control theory has also been used to autonomically man-
age virtual environments. Zhang et al. [24] present a
control-theoretic model for VM adaptation, based on the
idea that the VMs are responsible for adjusting their demand
for resources, with respect to efficiency and fairness. In [9],
the authors use a feedback-control strategy to address dy-
namic resource allocation problems. The approach uses an
infrastructure based on Xen, RUBiS [11] and TPC-W [16].
Time series analysis can be used to forecast the behaviour
of a virtualization-based system. Bobroff et al. [1] present a
mechanism for the dynamic migration of virtual machines
based on the forecasted load. Menascè et al. [8] use an ap-
proach based on utility functions [21] for the dynamic CPU
allocation to virtual machines. The authors test their ap-

proach by means of simulations, using historical data.
These publications represent the first steps taken by the

research community to develop various strategies for an in-
telligent controller based on different control paradigms.
It is however hard to objectively evaluate these strategies.
The various publications use different architectures, per-
form different tests and some even only use historical data
and simulation to test how their strategies perform. In this
context, it is impossible to say that one approach performs
better than another, or that some approach is more adequate
in a specific situation than the other approaches. The main
reason for this is that automated management of VM en-
vironments is not mature yet but still in its infancy. We
argue that the only way to solve this problem is to design
a common framework for the development and evaluation
of autonomic computing strategies for virtualization-based
distributed environments.

3. Architecture of the framework

A framework for developing and evaluating autonomic
computing strategies for virtualization-based distributed en-
vironments must fulfill the following requirements:

1. Support for service level management

2. Separation of control algorithms from the management
framework

3. Support for different virtualization technologies

4. Support for a common evaluation mechanism

5. Scalability

(1) means that the framework should provide support
for managing services hosted in virtual machines. This in-
volves monitoring various QoS parameters and making sure
that these parameters conform to a certain Service Level
Objective (SLO).

(2) basically assures that the management framework is
responsible for dealing with aspects like monitoring and ex-
ecution of tasks, while a separate intelligent controller de-
fines management tasks based on gathered monitoring data.
As such, a framework should support different types of in-
telligent controllers by providing a generic controller inter-
face.

(3) requires the framework to support different virtu-
alization technologies (e.g. VMware ESX or Xen), trans-
parently for the controller. Thus, from a controller’s per-
spective, the framework is acting as an abstraction layer on
top of the virtualization technology. Generic interfaces for
monitoring and task execution should simplify plugging in
adapters for various virtualization technologies.
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Figure 1. The architecture of the framework

(4) means that the framework has to support a consistent
mechanism for tracing and comparing management deci-
sions. Only this way different self-management approaches
can be evaluated against each other.

(5) states that the framework should be scalable with re-
spect to the number of physical and virtual machines that it
can manage. New physical or virtual machines dynamically
added to the cluster must be recognized by the framework.

Figure 1 depicts the design of our framework with re-
spect to the requirements discussed above. The framework
is used to manage a cluster of n physical machines, each
hosting a number between 0 and m virtual machines. Each
virtual machine has a VM Manager, each physical machine
has a Physical Manager and the entire cluster is managed
by one Cluster Manager.

The Physical Manager is the simplest component of the
framework. It’s job is to monitor the resource utilization
of the physical machine through its Monitor module. Be-
sides monitoring, the Physical Manager also executes com-
mands coming from the Cluster Manager through its Actu-
ator module. Both the Monitor and the Actuator modules
monitor respectively control the physical machine through
the VMM.

The VM Manager monitors parameters like CPU utiliza-
tion and available memory with respect to the virtual ma-
chine through the VM Monitor module. It also monitors
the service/application running inside the virtual machine
through the SL Monitor module. We assume that each vir-
tual machine hosts only one service, e.g. a web server, a

mail server or a database; we argue that this is common
practice in a server consolidation scenario. The two moni-
tors feed the gathered data to the VM Logic module, which
uses this data to determine whether the service is running
at the required parameters. If this is not the case, the VM
Logic tries to determine which of the VM’s resource is the
bottleneck (i.e. memory, CPU, etc.). When such a bottle-
neck is determined, the VM Manager uses the VM Actua-
tor module to request a larger amount of the resource that
causes the bottleneck from the Cluster Manager (i.e. request
more memory, a larger CPU share etc.).

The Cluster Manager has a global view of both avail-
able and allocated resources, generated using the data gath-
ered from the Physical Managers. The Cluster Logic mod-
ule uses this global view to determine how requests from
the VM Manager can be fulfilled. Thus, the Cluster Logic
module is actually what we previously referred to as the
intelligent controller. After a decision has been taken, the
Cluster Manager dictates commands to the Physical Man-
ager(s) through its Actuator module.

It can be easily observed that this framework fulfills the
previously defined requirements. First, the way that the
VM Manager is designed specifically addresses the service
running in the “managed” virtual machine. Various Clus-
ter Logic components that use different self-management
strategies can be easily plugged into the framework. Fur-
thermore, different virtualization technologies can be ad-
dressed by simply developing the necessary adapters for
each virtualization technology. It is possible to use stan-
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dard benchmarking tools to generate load for the services
running inside the virtual machines and then use the VM
Monitor component to evaluate how these services are per-
forming. This way, different intelligent controllers can be
evaluated with respect to how the services are performing
under various loads. Last, adding new physical and virtual
machines to the cluster can be done by simply registering
with the cluster manager.

4. Implementation

We have implemented a prototype of the framework in
Java using Xen as the virtualization technology. Our proto-
type implementation is based on the Self Manager Core that
has been developed in the Distributed Systems Lab of Wies-
baden University of Applied Sciences [15, 14]. The VM
Manager uses JMX [5] to monitor the parameters of a Xen-
based virtual machine (the VM Monitor component) and the
response times of an Apache Tomcat server running inside
the virtual machine (the SL Monitor component). The VM
Logic is implemented as an expert system and uses the data
from the SL Monitor and the VM Monitor to feed Jess [13],
a rule engine. The rule engine matches the data against a
rule set. We have developed a basic set of rules, which is
used by Jess to determine the bottlenecked resource when
the response times of the service are higher than a given
threshold. For the Physical Manager, an adapter has been

implemented that uses the Xen-API [22] to manage Xen-
based physical machines. This involves both monitoring
and dynamically allocating resources. Both the VM Man-
ager and the Physical Manager communicate with the Clus-
ter Manager using Java RMI. The Cluster Manager provides
support for plugging-in different Cluster Logic components
through a messaging interface. More implementation de-
tails can be found in [7].

We have tested the framework in a lab environment us-
ing a Java implementation of the TPC-W benchmarking
standard [17]. This testbed can be observed in Figure 2.
The TPC-W e-commerce application suite is hosted inside a
Tomcat server running on top of a virtual machine managed
by the VM Manager. Two physical machines are managed
by two different Physical Managers, with one of them host-
ing the virtual machine. The two Physical Managers, the
VM Manager and the Cluster Manager are hosted on a third
physical machine, which also hosts the TPC-W load gener-
ator. This machine is not part of the “under-management”
cluster. When the TPC-W load generator is started, the
VM Manager is able to observe a dramatic increase in the
response times of the Tomcat service and determines the
memory as being the bottleneck. After more memory is
given, the response times of the Tomcat service decrease up
to an acceptable level. This behaviour is shown in Figure
3 and proves that the VM Manager is able to successfully
determine the resource causing the bottleneck. Distributed
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Figure 3. Influence of available memory on SLO violations

tests including migrating a VM on a secong physical ma-
chine when necessary are currently underway.

5. Conclusion and outlook

In this paper, we have argued that virtualization-based
environments are an important application area for auto-
nomic computing, but still in its infancy at the moment. Fur-
thermore, it is hard to objectively evaluate the currently pub-
lished autonomic computing approaches for virtualization-
based environments. The main contribution of this paper
is the design of a framework for developing and evaluat-
ing autonomic computing strategies for virtualization-based
environments. Using this framework, different controller
strategies can be easily developed, plugged-in and evalu-
ated against each other. Our framework is not virtualization
technology-bound, instead adapters for various virtualiza-
tion technologies can be easily developed and plugged into
the framework.

We are currently working on different approaches for an
intelligent controller. We have discovered that our resource
allocation problem belongs to the family of knapsack prob-
lems. Knapsack problems are known to be NP-hard. This
means that we are dealing with an NP-hard optimization
problem. This is an important discovery, since it is com-
monly believed that, for NP-hard optimization problems, no
algorithm exists that finds an optimal solution in polynomial
time. As such, for our resource allocation problem, we can

either use heuristics or approximation algorithms. While
for the moment we are working on two different heuristic-
based algorithms, in the future we plan to design an intel-
ligent controller that uses an approximation algorithm and
thus has a guaranteed performance ratio. Details about the
design and evaluation of these controllers as a Cluster Logic
component in our framework will be made available in a fu-
ture publication.
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Abstract

Fault and intrusion tolerance is an important paradigm for building
distributed systems that work in spite of accidental and malicious
faults. This paper discusses how to harness virtualization technol-
ogy for building such dependable systems. We show that virtual-
ization promotes a hybrid fault model that allows tolerating mali-
cious intrusions in application domains with little overhead. The
proposed architecture features mechanisms for supporting hetero-
geneity of the replicas. A hypervisor-based replication controller
achieves perpetual operation through periodic proactive recovery
of the replicas. Re-mapping of state storage between virtual ma-
chines speeds up the state transfer of a stateful replicated service.
Our VM-FIT prototype implements the core functionality of such
a virtualization-based replication architecture. We present some
performance measurements and close with a discussion of future
research directions.

1 Introduction

The ability to operate correctly in spite of the occurrence of acci-
dental and malicious faults is becoming an important requirement
of distributed applications. Intrusion tolerance [24] has become
popular as a paradigm for building systems that function correctly
in spite of intrusions. This paper discusses the use of virtualiza-
tion technology for the construction of fault and intrusion tolerant
systems.

Virtualization is an old technology that was introduced by IBM in
the 1960s [12]. Systems such as Xen [4] made this technology pop-
ular on standard PC hardware. Virtualization enables the execution
of multiple operating system instances simultaneously in isolated
environments on a single physical machine. While mostly being
used for issues related to resource management, virtualization can
also be used for constructing fault-tolerant systems. The aim of this
paper is to investigate to what extent modern virtualization tech-
nologies, such as the Xen hypervisor, can be used for constructing
dependable systems. We identify the following four main issues:

∗This work was partially supported by the EC through project IST-2004-27513
(CRUTIAL) and the Large-Scale Informatic Systems Laboratory (LaSIGE).

1. Virtualization technology provides isolation between applica-
tion domains, the hypervisor, and a privileged system domain.
This separation allows adopting a hybrid fault model that sup-
ports malicious intrusions within application domains (includ-
ing the operating system and middleware infrastructure) and a
crash-stop model in the isolated system domain.

2. Any virtualization technology provides core mechanisms for
the creation and destruction of domains. These mechanisms
can be harnessed for designing efficient proactive recovery
mechanisms. A timely periodic recovery can be triggered by
a recovery service in the isolated system domain. Creating a
new domain in parallel to the execution of the other applica-
tions permits a reduction of the downtime during recovery to
a minimum.

3. Virtualization technology simplifies the introduction of diver-
sity, as the replication logic (in a isolated system domain) can
have full control over what operating system and service vari-
ant to execute in the application domains.

4. Virtualization can also be applied to disk storage managed by
the hypervisor. Virtualized persistent state storage can be used
for efficiently re-mapping the state from one application do-
main to another, and thus allows the implementation of low-
cost state transfer strategies.

In the following section, we individually discuss these four aspects
of virtualization-based fault and intrusion tolerance. Several of
them have been implemented as part of our VM-FIT prototype,
which we describe and evaluate in Section 3. Section 4 gives a
brief overview of related work, and finally Section 5 concludes.

2 Virtualization-based Fault and Intrusion Toler-
ance

2.1 Hybrid Fault Model

One key mechanism of virtualization infrastructures such as the
Xen hypervisor is the provision of separation between domains. In
the ideal case, the hypervisor and a protected control domain are
fully isolated from one or more application domains that execute
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services. In a hypervisor-based replication architecture, applica-
tion replicas are placed in isolated application domains, while the
replication logic resides in a separated system domain.

Virtualization-based replication allows using a hybrid fault model
that assumes Byzantine failures within application domains and
crash-stop failures within the hypervisor and the system domain
that contains the replication logic. In this model, the replication
controller can use majority voting to detect invalid results from
replicas. It is possible to tolerate up to f Byzantine faults using
a total number of only n = 2f + 1 replicas.

This number is less than the requirements of traditional intrusion-
tolerant replication systems, which typically need n = 3f +1 repli-
cas [8]. A reduction in the number of required replicas strongly
simplifies the provision of independent, heterogeneous implemen-
tation versions.

Our VM-FIT architecture [18,19] is a generic infrastructure for the
replication of network-based services on the basis of the Xen hy-
pervisor. VM-FIT uses the hypervisor technology to provide com-
munication and replication logic in a privileged domain, while the
actual service replicas are executed in isolated guest domains.

In the RESH (Redundant Execution on a Single Host) variant, VM-
FIT allows the redundant execution of a service on a single physical
host. In this variant, multiple application domains are used to de-
ploy replicas on a single host. This approach allows the toleration
of non-benign random faults in the replicas,such as undetected bit
errors in memory, as well as the toleration of software faults by
using N-version programming. The REMH (Redundant Execution
on Multiple Hosts) supports replication on multiple machines using
the same core architecture. The main difference to RESH is the in-
tegration of group communication facilities in the replication logic.
This variant allows tolerating full crashes of some of the replica
hosts, instead of tolerating faults only within a virtual domain.

2.2 Proactive Recovery

Traditional intrusion-tolerant systems [7,8,15] typically use Byzan-
tine fault tolerant replication algorithms, which are able to tolerate
a finite number of f faults in group of n replicas. However, these
systems face the problem that, given sufficient time, an adversary
might be able to compromise more than f replicas. Proactive re-
covery [9, 16] has been proposed as a solution to overcome this
limitation of intrusion-tolerant systems. The core idea is to period-
ically recover all replicas by reinitializing them from a secure base.
For example, a tamper-proof external hardware might be used for
rebooting the node from a secure code image. This approach re-
moves potential intrusions; as a result, the number of replica fail-
ures that the system can tolerate is limited only within a single re-
covery round, but is unlimited over the system lifetime.

Under the assumption of malicious faults, it is not possible to trig-
ger the recovery within service replicas, as an intruder can inhibit
the recovery of the replica. A classic approach is using dedicated
hardware that resets and reinitialises a replica periodically. Using
virtualization, the replication logic in a separated, intrusion-free
domain can be used as a trusted entity that is able to completely
re-initialise the replica domains, without requiring dedicated hard-
ware. The recovery operation initializes the complete replica (in-

cluding operating systems, middleware, and service instance) with
at “clean” state, securely obtaining the service state from other
replicas with a fault-tolerant state transfer protocol.

Proactive recovery, however, may reduce availability, as the recov-
ery of a replica reduces the number of available replicas (see also
Sousa et al. [21]). This disadvantage can be compensated by in-
creasing the number of replicas, but this not only increases hard-
ware costs and run-time costs, but also makes it more difficult to
maintain diversity of the replica implementations. A different ap-
proach is to try to minimize the time needed for recovery.

Virtualization technology can help building efficient proactive re-
covery infrastructures [18]. The hypervisor can be used to shut
down and restart a replica running in a virtual machine. In addi-
tion, the new replica instance can be started using an additional
virtual machine in parallel to the execution of the old replica. This
allows a substantial reduction of downtime during recovery, as the
boot process does not affect replica availability. After initialisation
of the new replica, the replication coordinator can shut down the
old replica and trigger the activation of the new one. This approach
has some impact on service performance, as the local resources
(such as CPU and memory) have to be shared between the replica
domains. But on the other hand it minimises the time of complete
replica unavailability to the time necessary for the coordinated state
transition form the old replica instance to the new one.

2.3 Diversity

Diversity of replicas is essential in intrusion tolerant systems in or-
der to avoid that an adversary can exploit the same vulnerability
multiple times within a short time interval. A virtualization-based
recovery mechanisms provides an ideal basis for introducing diver-
sity both in space and in time.

A hypervisor-based replication architecture allows a transparent
interception of the client–service interaction, independent of the
guest operating system, middleware, and service implementation.
As long as the assumption of deterministic behaviour is not vio-
lated, the service replicas may be completely heterogeneous, with
different operating systems, middleware, and service implementa-
tions.

On the one hand, this independence simplifies the use of heteroge-
neous versions in the application domains. There is no need to in-
tegrate the replication logic in each replica variant. Instead, a com-
mon replication mechanisms is implemented in the protected do-
main. The replica implementations still have to provide some pre-
requisites for replication, such as having deterministic behaviour
and supporting transformation of version-specific state representa-
tion in a common abstract state format.

On the other hand, hypervisor-based recovery can be used to pro-
vide diversity in time. For example, the operating system can be
changed in the new version, or internal configurations can be mod-
ified on each recovery reboot. Address space randomization is an-
other popular technique for obtaining diversity.

The provision of multiple deterministic versions of complex ap-
plications is not a trivial case. In the FOREVER project [1],
we plan to further investigate the introduction of diversity with a
virtualization-based recovery service.

11.-12. Februar 2008 / PC², Universität Paderborn 1. GI/ITG KuVS FG Virtualisierung

Seite 84



2.4 State Transfer

In a stateless replication system, the transition from an old to a new
replica version is almost instantaneous. In a stateful system, after
creating a new instance of operating system, middleware, and ser-
vice, the new replica needs to be initialized with the service state,
which requires a state transfer. The state transfer increases the time
that a replica is unavailable during proactive recovery, as request
execution has to be stopped during the creation of a state check-
point. Furthermore, the state transfer also affects service operation
by consuming network and CPU resources.

Virtualization technology can be used to enhance the state transfer
to the new replica. During a proactive recovery operation, having
both old and new replica running in parallel on a single machine
enables a simple and fast state copy in the case that the old replica
is not faulty; this fact can be verified by taking a distributed check-
point on the replicas and verifying the validity of the local state
using checksums. Only in the case of an invalid state, a more ex-
pensive remote state transfer is necessary.

State transfer must also cope with heterogeneity between replicas.
Heterogeneity is introduced by diversity. The transformation of
state into local replica-specific representations needs some support
from replica implementations. The generic state transfer mecha-
nisms must provide means to adapt the state accordingly, by inter-
acting with this application-level adaptation functionality. We are
currently investigating how the disk virtualization mechanisms of
the Xen hypervisor can be exploited in order to optimize the state
transfer on the basis of disk snapshots and disk remapping.

3 VM-FIT Prototype

The VM-FIT prototype [18, 19] supports hypervisor-based replica-
tion of network-based services. A replication controller in a privi-
leged domain intercepts client interaction with a replicated service,
handles communication with replicas and voting on replies, and
provides support for proactive recovery.

3.1 Architectural Overview

The VM-FIT prototype implements the basic system architecture
shown in Figure 1. Service replicas are executed in isolated do-
mains (Dom. Guest). The network interaction from client to the
service is handled by the replication manager in the system domain
(Dom. 0). The manager intercepts the client connection and dis-
tributes all requests to the replica group using the Spread group
communication system [2]. Each replica processes the client re-
quests and sends a reply to the node that accepted the client con-
nection. At this point, the replication manager selects the correct
reply for the client using majority voting.

The replication logic provides mechanisms for instantiating and ini-
tialising service replicas. For each replica variant, a disk image of
a Xen virtual machine with a preconfigured operating system and
middleware environment has to be provided. After domain initial-
isation, a state transfer from other replicas to the new domain is
triggered. In our prototype, we assume that a secure code basis for

Figure 1. VM-FIT basic replication architecture

the replica is available locally, and only the data state is required
to initialise the replica. We assume that the replication logic can
request an application-controlled serialisation of the state in an ab-
stract format.

The replication logic also offers support for proactive recovery. Un-
like other approaches, the hypervisor-based approach permits the
initialisation of the rejuvenated replica instance concurrent to the
execution of the old instance. The hypervisor is able to instantiate
a second Domain Guest on the same hosts. After initialisation, the
replication coordinator can shut down the old replica and trigger
the activation of the new one.

The state of the rejuvenated replica needs to be initialised on the
basis of a consistent checkpoint of all replicas. As replicas may be
subject to Byzantine faults and thus have an invalid state, the state
transfer has to be based on an majority agreement of all replicas.
The VM-FIT architecture uses the local state of the old replica ver-
sion on the same host. This state is transferred locally to the new
replica, combined with a verification of its validity on the basis of
checksums obtained from other replicas. Only if the local state is
invalid, a remote state transfer becomes necessary.

The checkpointing and state transfer are time-consuming opera-
tions. Furthermore, their duration depends on the state size. During
the checkpoint operation, a service is not accessible by clients; oth-
erwise, concurrent state-modifying operations might cause an in-
consistent checkpoint. Consequently, there is a trade-off between
service availability and safety gained by proactive recovery given
by the recovery frequency of replicas. To reduce the unavailability
of a service, while still providing the benefits offered by proactive
recovery, more than one replica could be recovered at a time. How-
ever, in previous systems with dedicated hardware for triggering
recovery, the number of replicas recovering in parallel is limited by
the fault assumption, as every recovering replica reduces the num-
ber of available nodes in a group and, consequently, the number of
tolerable faults.

The VM-FIT architecture is able to offer a parallel recovery of
all replicas simultaneously. If service replicas have to be recov-
ered, every node receives a checkpoint message and determines the
replica state. The replication logic receives this state and prepares a
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shadow replica domain. This domain will later be used replace the
existing local replica instance and is initialised by the state transfer
operation. This approach reduces the downtime due to checkpoint-
ing to one checkpoint every recovery period.

3.2 Experimental Results

The current VM-FIT prototype uses the Xen 3.0.3 hypervisor and
Linux kernel 2.6.18 both for Domain 0 and for the replica domains.
In the following, we describe a few experiments that evaluate the
basic proactive recovery scheme, which have first been published
in [18]. The experiments examine the behaviour of the VM-FIT
proactive recovery architecture for replicating a service on a mod-
ern server machine (Sun X4200 server with two dual-core Opteron
CPUs at 2.4 GHz and 1 GBit/s switched Ethernet).

In the experiments, a single client on a separate machine sends re-
quests via a LAN network to the service host, which runs 3 replicas
of the same network-based service. The replicated service has a
very simple functionality: on each client request, it returns a local
request counter. It is a simple example of stateful service, which re-
quires a state transfer upon recovery (i.e., the initialization of a new
replica with the current counter value). As a performance metric,
we measure the number of client requests per second, obtained by
counting the number successful requests in 250ms intervals at the
client side; in addition we analyse the maximum round-trip time as
an indicator for the duration of temporary service unavailability.

We study four different configurations. The first configuration does
not use proactive recovery at all. The second configuration im-
plements a “traditional” recovery strategy; every 100s, a replica,
selected via a round-robin strategy, is shut down and restarted. A
distributed checkpoint of the application state is made before shut-
ting down a replica. This checkpoint ensures that the system can
initialize a replica with a correct state (validated by at least f + 1
replicas), even if a replica failure occurs concurrent to a recovery
operation. The third configuration uses the virtual recovery scheme
proposed in this paper: it first creates a new replica instance in a
new virtual machine, and then replaces the old instance in the group
with the new one. The last configuration uses the same basic idea,
but restarts all replicas simultaneously.

The recovery frequency (one recovery each 100s) was selected em-
pirically such that each recovery easily completes within this inter-
val. Typically, a full restart of a replica virtual machine takes less
than 50s on the slow machines, and less than 20s on the fast ma-
chines. In configuration 4, the recovery of all replicas is started ev-
ery 300s. This way, the frequency of recoveries per replica remains
the same (instead of recovering one out of three replicas every 100s,
all replicas are recovered every 300s).

Furthermore, the measurements include the simulation of malicious
replicas. Malicious replicas stop sending replies to the VM-FIT
replication manager (but continue accepting them on the network),
and furthermore perform mathematical computations that cause
high CPU load, in order to maximize the potential negative im-
pact on other virtual machines on the same host. Malicious failures
occur at time ti = 600s + i ∗ 400s, i = 0, 1, 2, . . . at node i mod 3.
This implies that the frequency of failures (1/400s) is lower than
that of complete recovery cycles (1/300s), consistent with the as-
sumptions we make.

100s..

400s

650s..

950s

1050s..

1350s

600s..

1800s

A 4547 4479 0 (-)

B 4502 3879 3726 3702

C 4086 4046 4112 4067

D 4169 3992 3960 3992

variant

time max.

RTT

45s

1s

<250ms

8

Table 1. Average performance (requests/s) and
worst-case RTT observed at the client on a multi-
CPU machine

The measurement in Figure 2 shows that, without proactive recov-
ery, there is no significant performance degradation after the first
replica fault. Due to the availability of multiple CPUs, each replica
can use a different CPU, and thus the faulty replica has (almost) no
negative impact on the other replicas. After the second replica fail-
ure, the service becomes unavailable. In variant (B), periodic recov-
ery works well in the absence of failures (t < 600s). The recover-
ing replica disconnects from the replica group, and thus the replica
manager has to forward requests only to the remaining nodes, re-
sulting again in a speed-up during recovery. A faulty node in paral-
lel to a replica recovery, however, causes periods of unavailability
(see markers on X-axis). In variant (C), there is no noticeable ser-
vice degradation during replica recovery. The only visible impact
are two short service interruptions, which occur at the beginning of
the creation of a new virtual machine and at the moment of state
transfer and transition from old to new replica. These interruptions
typically show system unavailability during a single 250ms mea-
surement interval only. Similar observations also hold for variant
(D).

Table 1 shows the average system performance in an interval
without failures (t = 100s . . . 400s), after the first failure (t =
650s . . . 400s), after the second failure (t = 1050s . . . 1350s) and
in a large interval with failures (t = 600s . . . 1800s). It can be ob-
served that the first recovery strategy (B) has almost no influence on
system throughput; variants (C) and (D) reduce the performance of
the service by 10% and 8%, respectively, during the period without
faults. With faulty replicas, the average throughput drops signif-
icantly in variant (B) due to the temporary service unavailability,
while it remains almost constant in the case of (C) and (D).

3.3 Discussion

The measurements demonstrate that the VM-FIT proactive recov-
ery schemes (C and D) are superior to the simple one (B). While
there is not much difference in the average throughput, the simple
scheme causes long periods of unavailability, which is undesirable
in practice. The unavailability could be compensated by increasing
the number of replicas. In practice, this would make implementa-
tion diversity more difficult (more different versions are needed).
Furthermore, in a virtual replication scenario on a single physical
host, adding another replica on that host would reduce the system
performance.

The experiments only considered replication a single physical ma-
chine. The same proactive recovery mechanisms can also be used
in VM-FIT for replication on multiple physical hosts. In this case,
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Figure 2. Throughput measurements on multi-CPU machine

client requests are distributed to all nodes using totally ordered
group communication. The request distribution is the same for all
variants of proactive recovery and thus will not have much impact
on the relative performance. The main difference will be that there
is no impact of a recovering node on the other replicas.

In the prototype, no attempts towards formal verification of the
trusted component have been made. Indeed, the same operating
system, an off-the-shelf Linux distribution, is used for Domain 0
and Domain Guest. As a consequence, vulnerabilities at the operat-
ing system level are currently present in both domains. We expect,
however, that this is only a limitation of the early prototype. In fu-
ture work we plan to use a hardened Linux system as Domain 0, or
even use a minimalistic operating system that might permit formal
verification.

4 Related Work

Virtualization has become popular on standard PC hardware by sys-
tems such as Xen [4] and VMware [22]. Virtualization enables the
execution of multiple operating system instances simultaneously in
isolated environments on a single physical machine. The L4Ka mi-
crokernel also offers virtualization functionality [13]. In addition,
significant efforts towards a formal verification of the L4 kernel
have been made by other researchers [23]. These results provide an
excellent basis for justifying a hybrid fault model that assumes an
intrusion-free hypervisor and system domain.

While mostly being used for issues related to resource manage-
ment, virtualization has previously been applied for constructing
fault-tolerant systems. Bressoud and Schneider [5] demonstrated
the use of virtualization for lock-stepped replication of an applica-
tion on multiple hosts.

Besides such direct replication support, virtualization can also help
to encapsulate and avoid faults. The separation of system com-
ponents in isolated virtual machines reduces the impact of faulty
components on the remaining system [14]. Furthermore, the sep-
aration simplifies formal verification of components [23]. In this
paper, we do not focus on these matters in detail. However, such
solutions provide important mechanisms that help to further justify
the assumptions that we make on the isolation and correctness of a
trusted entity.

Using virtualization is also popular for intrusion detection and anal-
ysis. Several systems transparently inspect a guest operating sys-
tem from the hypervisor level [10, 11]. Such approaches are not
within the scope of this paper, but they are ideally suited to com-
plement our approach. Intrusion detection and analysis can be used
to detect and analyse potential intrusions, and thus help to pinpoint
and eliminate flaws in systems that could be exploited by attackers.

Several authors have previously used proactive recovery in Byzan-
tine fault tolerant systems [3, 6, 9, 16]. It is a technique that pe-
riodically refreshes nodes in order to remove potential intrusions.
The BFT protocol of Castro and Liskov [9] periodically creates sta-
ble checkpoints. The authors recognize that the efficiency of state
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transfer is essential in proactive recovery systems; they propose a
solution that creates a hierarchical partition of the state in order to
minimize the amount of data to transfer.

Sousa et al. [21] specifically discuss the problem of reduced sys-
tem availability during proactive recovery of replicas. The authors
define requirements on the number of replicas that avoid potential
periods of unavailability given maximum numbers of simultane-
ously faulty and recovering replicas. Our approach instead reduces
the unavailability problem during recovery by performing most of
the initialization of a recovering replica in parallel to normal system
operation using an additional virtual machine.

In a recent publication, Silva et al. [20] use an approach similar to
ours for software rejuvenation. The main difference is that these
authors focus on recovering from error situations caused by “soft-
ware ageing”.

Ramasamy and Schunter [17] use combinatorial modelling to anal-
yse how the use of virtualization can affect system dependability.
Such a careful analysis allows a better judgement on the conditions
that are necessary to make a system such as VM-FIT more reliable
than non-replicated one.

5 Summary

This paper discussed the benefits that virtualization offers for con-
structing fault-tolerant systems. The most important benefits of
such an approach are the use of a hybrid fault model that allows
tolerating malicious intrusions with a minimum number of replicas;
the support for heterogeneous replicated applications, middleware
and operating systems on top of a hypervisor-based replication in-
frastructure; the support for efficient proactive recovery operations;
and the potential for optimized checkpointing and state transfer us-
ing virtualization mechanism.
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Abstract

Virtualization on storage, network, server,
application and desktop layers can establish
abstractions which are highly beneficial for IT
infrastructure operation. This paper focuses on server
virtualization options, examining their maturity and
remaining challenges. The FlexFrame Infrastructure
approach of Fujitsu Siemens Computers is shown as an
example how to address the management complexity of
server virtualization. For Fujitsu Siemens Computers
server virtualization is a key technology to enable an
innovative transition towards a Dynamic Data Center.

1. Introduction

At a high level, virtualization is an intermediary
hardware or software layer that enables separation of
the logical view from the physical view to resources,
such as CPU, memory, disk, network, I/O connectivity.
Without virtualization every server, operating system
or application have to manage their dedicated physical
resources.

In a virtualized environment, the server, operating
system or application do not need to know the exact
physical implementation or version of a resource and
where the resource resides physically. Logical
resources that are presented in a virtualization layer
replace server’s, operating system’s or application’s
physical resources. The virtualization layer then
dynamically maps these logical resources to the target
physical resources.

Virtualization enables greater flexibility and
efficiency in resource assignment to a server, operating
system or application. Virtualization also allows the IT
department to separate deployment, life cycle
management and innovation decisions regarding server,
operating systems and application from those regarding
compute and storage devices. Virtualization technology
enables a paradigm-shift towards dynamic and
automated data centre operation.

2. Layers of Virtualization

Various virtualization techniques exist. They all
make their individual contributions to establish
abstractions on different layers in an IT infrastructure.
Applying a virtualization taxonomy (inspired by the
storage virtualization taxonomy definition of the
SNIA[2] ) helps to differentiate those techniques in a
systematic way based on three orthogonal aspects (see
figure 1):

• What is created?
• Where is it done?
• How is it implemented?

Figure 1. Virtualization Taxonomy

Below we differentiate major virtualization techniques
at different layers (see figure 2) depending on the
functionality they create and characterize their “where”
and “how”. For the rest of this paper we will focus on
the first three server virtualization-related approaches.

(1) Application Virtualization:
At the application layer, preparations are made to
flexibly run application programs on different
instances of OS and servers, by programming
techniques which avoid tight binding to the
underlying OS and server hardware. This is either
accomplished directly by individual application
programming. Examples are the SAP business
suite and Oracle 10g database and application
servers.
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Alternatively, application containers provide the
runtime environment for applications. For those
containers a clean separation from the underlying
OS and server hardware is implemented, thereby
inheriting the desired capability to the contained
applications. Examples are applications running
on Java VMs, in Solaris zones and in Linux or
BSD jails.
In both cases multiple applications can run on the
same server, sharing its resources and the same OS
instance (that is, all applications must use the same
OS type and patch level). The container-based
approach provides a higher level of isolation
between different applications, by cleanly
separating the user mode execution contexts
including important system-wide name spaces,
such as the (root) file system. In addition some
container virtualizations provide resource
management per container. As a result multiple
applications can not directly affect each other’s
execution by accident or maliciously. However,
instability or resource issues at the kernel mode
execution affect all applications.

(2) Virtual Machines:
At the machine layer, special system software

emulates a server’s complete hardware / software
interface, thereby creating Virtual Machines (aka
Virtual Servers), which can be used (almost) like
the real servers with the same hardware / software
interface.

One or more Virtual Machines can run
simultaneously on the same physical computer by
sharing its real resources. As a key difference to
application virtualization, in every Virtual
Machine its own OS instance (guest OS) is
running,. This allows heterogeneous OS
deployments on the same real server and extends
the isolation between different applications to
include the kernel mode execution level, at the
price of higher execution efforts compared to
application virtualization.

Two major flavors of the emulation system
software can be distinguished: a) host OS-based, as
special application on top of a host OS, b)
Hypervisor-based, directly controlling the
underlying real computer hardware instead of an
OS.

(3) Server Virtual I/O Connectivity (LAN, SAN)
At the physical server layer abstractions for I/O

connectivity into Ethernet LANs and Fibre
Channel SANs are introduced to accomplish goals
like a) cable / switch consolidation and b)

transparent replacement / movement of a server
regarding its I/O identities (e.g. MAC addresses,
WWPN) to avoid expensive configuration changes
in the LAN and SAN switches. Such Virtual I/O
for physical servers must be seen as orthogonal to
the virtualized I/O implemented by Virtual
Machines.

(4) Storage Virtualization
At the storage layer many techniques exist to

provide OSes and applications the required access
services to storage objects like LUNs or files with
well defined service levels, but keeping
implementation aspects like RAID levels, multi
pathing, replication, backup, etc. transparent.

(5) Network Virtualization
At the network layer many techniques exist to

provide OSes and applications running on servers
the required connectivity services to other servers,
storage, clients, etc. with well defined service
levels, but keeping implementation aspects
transparent, such as routing, VLAN / VSAN
isolation, quality of service, etc..

(6) Desktop Virtualization
At the layer of clients a trend can be seen to use

virtualization techniques to replace traditional PC
installations by thinner client forms without a local
desktop installation. Instead, desktop software is
run in servers in the data center (“back-racking”),
communicating to the human interface components
of the client over the network (with protocols like
RDP etc.)

For desktop software execution in the data
centre all kinds server virtualization (see above)
are available. This may substantially reduce the
efforts of central desktop management in many
ways, e.g. desktop software deployment and
patching, backup / restore and security.

Figure 2. Virtualization Layers

11.-12. Februar 2008 / PC², Universität Paderborn 1. GI/ITG KuVS FG Virtualisierung

Seite 90



3. Business benefits from Virtualization

Virtualization does not represent a business value by
itself, however, customers are highly interested to turn
delivered advanced technical capabilities like
abstraction, isolation, resource sharing, live migration,
etc. into business benefits like cost optimizations
(CAPEX, OPEX, TCO), higher Service Levels,
increased agility and greater flexibility. Main targets of
Server Virtualization approaches are:

• Server Consolidation:
Running multiple applications safely on the

same physical server can shift average server
utilization from very low to highly efficient and
substantially reduce the number of required servers
with resulting CAPEX and OPEX benefits.
Technology candidates are Application
Virtualization, Application Containers and Virtual
Machines.

• Hardware / Software Separation:
Virtual Machines create a homogeneous

hardware / software interface for virtual servers
that can be kept stable over a long period. By
using VMs, software solution stacks (application,
middleware, OS) can be managed separate from
the underlying hardware, enabling customers to
handle innovation decisions and life cycle
management for hardware and software
independent of each other and on independent
schedules. Customers appreciate new levels of
flexibility to reduce their hardware/ software
support matrix and to establish cleanly separated
organizational responsibilities for HW and SW
components in their data centre.

• Rapid Service Deployment:
Customers face the increasing challenge of

deploying new services more quickly, to deal with
new market demands / opportunities and
organizational changes. The overall time to deploy
an additional physical x86 server is typically 2-3
months; using VMs in virtualized environments
can drive this delay down to minutes. Technical
options are Application Containers and Virtual
Machines. An additional advantage of Virtual
Machines is the option to install pre-tested
Application / OS stacks as Virtual Appliances.
Thus Server Virtualization can substantially
improve business agility.

• Higher Service Levels (Availability, Performance):
Unlike physical machines Hypervisor-based

Virtual Machines can be live-migrated to another

physical server without interrupting the service
running in that VM. Live Migration can be
leveraged to evacuate unhealthy server hardware
for proactive maintenance before a crash occurs,
and also to react on changed resource demands by
moving that service to a server with more or less
compute power. Thus Server Virtualization
enables higher Service Levels in a cost-effective
way.

• Disaster Recovery:
To prepare for disaster many customers

establish remote disaster recovery sites, usually
including larger farms of servers and storage. In
the past the configuration of a disaster recovery
site had to be an exact replication of the primary
site, which is difficult to create and even more
difficult to maintain over time. As a result primary
and disaster recovery sites typically exist in a 1:1
relationship. For virtual server farms the identical
physical configuration requirement goes away. The
necessary virtual servers can be created on a
smaller server farm, which can also act as a shared
disaster recovery site for multiple primary sites.
Thus Server Virtualization can dramatically reduce
the CAPEX and OPEX of a disaster recovery site.

Virtualization technology selection decisions
depend on customer requirements like performance,
application isolation, OS version variety, etc. While it
makes sense to use the above virtualization forms
stand-alone, many of them can also be combined. Best
solutions results are often accomplished by
combination.

4. Challenges coming with Virtualization

Many server-related core virtualization technologies
are mature enough by now. Multiple commercial and
open source products exist, in particular for container-
based application virtualization and Hypervisors for
Virtual Machines. A majority of large and mid-size
companies have already made their own practical
experiences and are about ready for broader use even
for mission critical workloads.

A complete maturity assessment requires looking
also at remaining issues around server virtualization:
While server virtualization enables many benefits of
more dynamic and automated data centre operation, it
introduces new availability and complexity challenges
at the same time:
• In the future, hundreds of physical servers will turn

into thousands of virtual machines, running on a
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smaller number of physical servers. Therefore
High Availability and Disaster Recovery become
more mandatory because many applications
become vulnerable to a single server hardware
failure. Traditional High Availability and Disaster
Recovery solutions exist but typically cause much
higher complexity and resulting CAPEX and
OPEX.

• Server Virtualization allows reduction of the
physical server count, suggesting a proportional
OPEX reduction. However, new tasks and
requirements increase the complexity and may eat
up the advantage of reduced server count:
o VMs must be managed in addition to physical

servers, creating yet another management
domain,

o VMs must migrate across physical servers
without compromising security,

o VMs must be backed-up in a more efficient
way to meet backup time windows.

Moreover, the introduction of Virtual Machine
Managers and Hypervisors is currently not satisfying
the customer’s hope to reduce the complexity of server-
OS-application support matrixes. Instead, customers
are confronted with a couple difficult selection
problems. Hypervisor offerings with different strengths
exist: ESX server from market leader VMware, various
commercialized derivates of Xen, and Microsoft
HyperV is announced for February 2008. While experts
expect a rapid functional, performance and robustness
convergence and subsequent commoditization of
Hypervisors, none of those vendors currently provides
support coverage for all relevant OS / ISV application
combinations. Therefore customers are forced to either
use multiple virtualization products concurrently in
their data centre or refrain from virtualized operation of
certain applications.

5. FlexFrame Infrastructure

Fujitsu Siemens Computers acknowledges and
addresses the above issues and customer pain points
with the “FlexFrame Infrastructure” platform. The
FlexFrame Infrastructure platform consists of a pre-
integrated product suite of x86 industry standard
servers and virtualization technologies for server I/O
and VMs under unified resource management software,
and integration and operation service offerings. This
platform is a very flexible infrastructure foundation for
key business applications in a service-oriented
architecture. The platform pre-integration promotes an
industrial development of such solutions.

With its common model-driven resource
management approach FlexFrame Infrastructure covers

• physical and virtual servers,
• multiple Hypervisors,
• physical server I/O virtualization,
• dynamic orchestration of physical and virtual

servers from resource pools,
• automated server high availability

o incl. server LAN / SAN connectivity
o based on N+1 or N+N redundancy
o transparent to OS and applications

• disaster recovery.

Servers are modeled (see figure 3) as aggregates of
(physical or virtual) processing resources, virtual SCSI
disk and tape resources, and internal and external
network connections, which in turn are modeled by
virtual Ethernet NICs connected to virtual Ethernet
switches.

Figure 3. Server Model

Such server configurations are stored as XML-
descriptions in a repository. Dynamic server
orchestration can then be triggered by GUI or API on
demand. Right at that point in time the required
resources are allocated from Processing Area Network
(PAN) resource pools (see figure 4). A PAN can be
sub-structured into Logical PANs (LPAN), to deal with
resource and administrative authority separation,
needed for example to server multiple end-customers in
the same data centre out of one global resource pool.

Figure 4. Processing Area Network
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5. Virtualization in context of Fujitsu
Siemens Computers Dynamic Data Center
architecture

Fujitsu Siemens Computers look at Virtualization in
a broader context within the data centre infrastructure.
The Dynamic Data Center (DDC) [1] architecture (see
figure 5) from Fujitsu Siemens Computers describes an
IT architecture that targets a breakthrough compared to
existing paradigms. The focus of the DDC is on
services that are provided to end users and the Service
Level Agreements (SLAs) that define the quality of
provided services in terms of response times,
availability, etc. The demanded quality should be
offered at the lowest possible price (efficiency), and the
IT in question should be able to adapt rapidly to
changes in business processes (agility).

The DDC is therefore based on new hardware and
software architectures that enable greater efficiency
and agility, yet the appropriate high reliability. These
architectures are complemented by concepts for
integration into existing IT operations.

In dynamic IT infrastructures ideally every service
can run on any system and be relocated between
systems in a short time.

A first key step towards that vision is to break up
fixed bindings between services and dedicated
hardware. All hardware resources (e.g. storage, servers
or server components) are grouped in pools, from
which they can be dynamically allocated, orchestrated
and then assigned to services on demand. Resources
can be repurposed over time as required by changing
resource demand.

This leads to two desired transitions: replace
traditional silo-like application architectures by
dynamic and service oriented architectures, and make
configuration sizing to peak load unnecessary.

Virtualization plays an enabling role in this
paradigm change: it creates the necessary abstraction
between application software stacks and resources.
Servers and storage can be dynamically orchestrated
from resource pools but still behave like traditional
computers from the applications point of view, as
expected.

In the next step operations management of virtual
and real resources is largely automated. Resources are
automatically provided to services on the basis of
predefined policies. For example, if resources fail or
are in short supply, corrective actions can be initiated
full- or semi-automatically. Services support business
processes and come along with defined SLAs. Goal of
the policies is to ensure that SLAs can be kept
automatically.

Virtualization and Automation are complemented by
Accounting and Billing to charge the services
according to their dynamic resource usage.

Figure 5. Dynamic Data Center Architecture
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Abstract

In universities, a great amount of time is needed to man-
age and operate lab course IT infrastructures. Addition-
ally, university’s resources are occupied and teaching staff
is needed to supervise the attending students.

In this paper, we present a concept for planning and de-
ploying virtualized IT infrastructures (hosts and network)
for higher education purposes and show an implementation
including tool supported management of the virtual envi-
ronment. The management platform facilitates the admin-
istration of virtual machines by students and thus frees the
teaching staff from that duty. As a proof of concept, a num-
ber of different teaching environments used in a lab course
on IT security have been virtualized. The course is intended
for graduate students and poses high demands on the in-
frastructure, its availability and its performance, while se-
curity aspects have to be taken into account. Concluding
the paper, experiences made during two years of productive
use as well as updating the system to new releases of the
virtualization software are pointed out.

1 Introduction

The Ludwig-Maximilians-Universität München and the
Technische Universität München offer a practical course on
IT security for graduate students. In this context, multiple
workstations and servers are provided. Over time, defects
of hardware components occur more often, which demand
human interaction in order to ensure further operation of the
lab. Moreover, the infrastructure is only accessible during
certain days of the week and for a limited amount of time
due to the institute’s opening hours. As the course is at-
tended by students of two different universities located at
different places, the students’ time of travel is considerably
high as well. In order to improve the situation and save
valuable time of the teaching staff, the virtualization of the
whole lab course seems a suitable solution.

1.1 The Lab Course Use Case

The IT security lab course mainly deals with configura-
tion aspects of network components and IT services. Secu-
rity flaws are explained and the misuse of those illustrated
in experimentals using sniffers, portscanners, several hack-
ing tools and executing Denial of Service (DoS) attacks.
Securing networks, their components and IT services are
tasks students have to deal within the course. The course
has a maximum capacity of 40 students working together in
groups of two, each group having two computers at hand.
During the course, several different network topologies are
needed. Thus, a mechanism for simple and dynamic adap-
tion of the infrastructure is necessary.

1.2 Requirements

In the context of the practical lab course, four major re-
quirements have to be fulfilled while designing and imple-
menting the lab course infrastructure:

1. Security.
Due to the fact that the course deals with IT security,
one important factor while designing the virtual lab is
defined by IT security itself. Security aspects of the
underlying host system are a primary issue in order to
guarantee a highly available and secure course envi-
ronment. As some critical experiments like DoS at-
tacks and password cracking are carried out within the
course, the protection of the outer world is an impor-
tant fact as well, while access to the Internet is neces-
sary to download software components.

2. Transparency.
The virtualization must not be visible to the students.
No student needs to have any access to or knowledge
of the underlying physical hardware components. Stu-
dents don’t even have to know about the virtualization
in order to work with the components provided.
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3. Accessibility.
Access to the machines should be possible from any
workstation connected to the Internet, including both
console access and the use of graphical user environ-
ments in a secure manner with adequate performance
supporting small bandwidth Internet connections as
for example ISDN or even analog dial-up connections.
Besides, a large variety of operating systems used by
the students has to be supported in order to connect to
the lab. In particular, a minimum of Apple MAC OS,
Microsoft Windows and Linux/UNIX on the client side
should be usable, while the virtual machines them-
selves are based on Linux without exception.

4. Management.
Management aspects have to be separated into two ma-
jor dimensions:

(a) Management of the virtual lab infrastructure.
To ease the management of the virtual lab is
a major requirement, meaning that it has to be
comparatively easy to keep the lab up and run-
ning and to ensure a secure environment for the
experiments. This discipline is left to the teach-
ing staff and system administrators, as it only
deals with the hosting system itself and not with
the virtual workstations.

(b) Management of the virtual machines.
The management of the virtual workstations shall
be left to the students, releasing the teaching staff
and system administrators from that duty. It has
to be possible for all the students participating in
the course to manage their own virtual machines
in a comfortable way. In particular, they have
to be able to restart their machines if a problem
occurs, create snapshots as backups or even re-
install a clean system image in case of a major
misconfiguration. These operations should not
be allowed to be executed on foreign virtual ma-
chines related to other students.

1.3 Contribution of this Paper

This paper describes how to migrate an existing lab in-
frastructure to a virtual lab infrastructure taking security,
transparency, accessibility and management aspects into ac-
count. The implementation shown in section 4 contains
more than 40 virtual machines (also referred to as VMs) in-
cluding both workstations and servers, all of them having
multiple network interface cards, more than 20 virtualized
bridges, hubs or switches hosted by only one physical ma-
chine. Additionally, different network topologies are im-
plemented, having the opportunity to switch between them
dynamically using prebuilt scripts. The virtual machines are
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Benchmark suite running on Linux (L), Xen (X), VMware Workstation (V), and UML (U)

Figure 1. Virtualization benchmarks [7]

accessible using graphical desktop environments or secure
shells 24 hours a day. The usage of virtual private network
(VPN) technologies completes the implementation.

The remainder of the paper is structured as follows. First,
Xen is introduced in section 2 as it will be the virtualiza-
tion tool of choice for the implementation later on. Follow-
ing, the concept, implementation and deployment of the vir-
tual lab course is described and the fulfillment of the before
mentioned requirements is shown. Concluding the paper,
a short overview of the performance of the implementation
experienced in real life usage is given in section 5 and some
possible improvements and further work is pointed out in
section 6.

2 State of the Art and Related Work

Beside virtual machines, network components like
switches, hubs and firewalls as well as their connections
have to be virtualized. These facts raise some additional
requirements for the implementation of the virtual course
infrastructure. Extensive tests [4] which virtualization tech-
nique is suitable for our usecase have been carried out and
resulted in using Xen.

The next section introduces Xen as an example for host
virtualization as it was the fastest platform (see figure 1)
available when we started the project three years ago in
2005. Additionally, the network setups can be realized
using the techniques and components provided by Xen,
whereas User Mode Linux and VMware were too slow or
not able to create virtual instances of our network setups
due to the lack of several virtual components, in particular
hubs. Details related to the implementation can be seen in
section 4. Section 2.2 points out related work in the area of
virtual lab courses and concludes this section.

2.1 Xen

Xen [12] is a hypervisor that uses the para-virtualization
concept. Xen provides an interface which is very similar to
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Figure 2. The Xen architecture [8]

the x86 architecture. In order to operate a guest system us-
ing Xen, some lines of code of the hosted operating system
have to be adapted in order to run using the Xen interface
instead of the underlying hardware (e.g. an x86 architec-
ture). Therefore, Xen is only used in combination with open
source operating systems as guests (in para-virtualization
mode) or technologies like Intel VT-x and AMD-V formally
known as Vanderpool and Pacifica.

Figure 2 depicts the layered model Xen implements. The
Xen Virtual Machine Monitor (VMM, also called the hyper-
visor) [9] introduces an additional layer on top of the hard-
ware of the host system. Via the Safe Hardware Interface
access to the hardware is granted. The VMM is responsible
for every component of the hosting system being accessed
by just one system at a time. For example, in case of a
CPU (multiprocessor systems are supported) every virtual
machine is bound to a Virtual CPU. If the virtual machine
becomes active that virtual processor is bound to a physical
CPU core by the VMM and provides the compute power
demanded by the VM.

On top of the VMM all the virtual machines – also called
domains – are executed. All domains are treated equally,
except the so-called domain0. This machine is privileged
and its job is to control and manage all the others (the so-
called domUs). Usually, but not necessarily, domain0 owns
access to all physically available hardware components via
the hypervisor. This is the reason why there are two differ-
ent versions of kernels for Xen Linux: One kernel includ-
ing drivers for the access to the physical hardware that is
appointed in domain0 and another kernel without this func-
tionality operated by the guest machines. Both versions can
be configured and recompiled manually to add additional
features. Frontend drivers for the access to virtual hardware
served by the Xen backend system should be included in
both versions.

To protect the system from illegal access, Xen makes use
of the ring concept of the x86 architecture. Rings – there
are four of them, but mostly only two of them are used –
represent different access layers. Ring zero represents the
kernel mode and ring three is known as the user mode. Xen
modifies this mapping as follows: The hypervisor operates
in ring zero and the operating system is shifted to ring one.
Consequently, the operating systems can be controlled by
the hypervisor. OS instances running in ring one are not
allowed to execute any privileged instruction on the proces-
sor. This is why the operating system has been modified
and runs some new functions called hypercalls instead of
prohibited systemcalls. Trying to pass a systemcall any-
how results in an exception thrown by the processor and is
handled by the hypervisor. This only holds true on 32 bit
systems, 64 bit systems behave differently.

2.2 Related Projects

Research in the area of virtualizing IT environments used
for educational purposes has already been carried out by
other groups of researchers. Mostly, the work focuses on
the simplification in creating lab infrastructures by booting
a number of virtual machines and connecting them to spe-
cial networks automatically. Usually, this is done according
to configuration files built by administrators in advance. Ex-
amples include MLN (My Linux Network) [2], VNL (Vir-
tual Networking Lab) [6] and VNUML (Virtual Network
User Mode Linux) [11].

The tools developed in these projects ease the process
of deploying virtual infrastructures. They also provide tool
support for this task, but they are lacking a concept of how
to transfer existing lab course infrastructures into virtual en-
vironments conveniently. Reconfiguration issues based on
easy to use configuration files for whole network setups,
as well as per user management interfaces for comfortable
and secure remote access to the virtual machines are out of
scope.

3 Basic Ideas & Concepts

The fulfillment of the requirements on the lab course in-
frastructure leads to some obvious attempts. This section
presents some ideas on how to conform to these require-
ments. Afterwards, an implementation of the concept de-
rived in this section is found in section 4.

1. Security.
To protect the host from attacks originated in VMs, it is
necessary to strictly separate the physical system from
the VMs. Therefore, the only point of access to the vir-
tual environment is delegated to a VM (the so-called
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login server) directly bound to a physical network in-
terface connected to the Internet. In our case, Xen of-
fers a feature allowing the assignment of a physical
NIC to a VM exclusively. This feature is granted by
the hypervisor.

Using firewalls to prevent unauthorized access to the
virtual networks or the management system is a further
step towards securing the platform. As communication
between the virtual machines via the pre-configured
management network (see below) is unwanted, it is
prevented by firewall rules. Firewalls implemented
in the login server protect the login server from outer
world attacks. Also, connections to the Internet can be
filtered to prevent attacks from the lab harming foreign
resources located outside the lab.

2. Transparency.
Transparency is guaranteed by virtualizing every sin-
gle component used for the course environment. Ev-
ery workstation and every server (see figure 3) is vir-
tualized. Thus, nobody has access to or knowledge of
the underlying hardware which serves the infrastruc-
ture. This transparency adds additional security to the
system. If one of the components is compromised
successfully, only one virtual component could be in-
truded instead of the physical host. Besides, the host
itself can be secured by several security means and be
placed in a private network segment.

3. Accessibility.
In order to access the virtual network, a dedicated vir-
tual login server (see figure 3) is used. One of its vir-
tual network interfaces is directly connected to the In-
ternet, while another one connects to a management
network. It is either possible to tunnel any traffic
through the login server to the designated port on the
target machine (e.g. port 22 for SSH) or to connect
to the network using VPN technologies. In the latter
case, the login server acts as the security gateway and
the computer connecting to the VPN becomes part of
the management network and thus can access any vir-
tual machine.

4. Management.

(a) Scripts for booting the scenarios.
Scripts to start and stop virtualized scenarios are
used. The scripts include virtual machine config-
urations, the creation of network resources e.g.
hubs, switches and bridges and the correct wiring
of the components. In our case, the creation of
these scripts can be simplified using a feature
provided by Xen: Parameters can be given and

calculations can be performed in the configura-
tion file, which enables the administrators to cre-
ate virtual machines in a loop within a script. In-
dividual configuration settings of the virtual ma-
chines can be calculated in the configuration file
depending on the loop parameter.

(b) Management platform for student use.
A management platform is introduced in order to
enable the participants of the course to manage
their own virtual machines. The management in-
cludes rebooting, shutting down, backing up, re-
covering old snapshots and resetting a virtual ma-
chine to its initial state as a minimum subset of
features. A management interface operated by
the hosting system is mandatory for these tasks.
A management proxy in the context of the login
server grants remote access to the management
interface. Making use of reliable authentication
and authorization capabilities combined with en-
crypted data transfer ensures a secure operation
of the management platform.

Figure 3 illustrates the basic ideas of the concept this
work is based on. A main interest is to isolate the host-
ing system from the virtual infrastructure due to security
aspects.

To ensure the accessibility of the virtual machines, a ded-
icated management network has to be set up, complement-
ing the teaching network. This enables the users to connect
to their virtual machines, regardless any misconfiguration of
the interface cards connecting to the teaching network. In
order to access the management network, the login server
has to be used. A firewall running on this server allows re-
mote access to the VMs, e.g. using SSH tunneling or VPN
technologies. Remote logins on the gateway are not per-
mitted for security reasons, of course. Additionally, outgo-
ing traffic to the Internet can be masqueraded using NAT
router capabilities, providing Internet access for the teach-
ing network. Connections initiated by virtual machines to
the Internet and communication among virtual machines us-
ing the management network is not desired and thus not per-
mitted by restrictive firewall rule-sets.

Privileged access to the hosting system is needed in or-
der to manage the virtual machines. For this reason, a
management interface is introduced running on the host,
which is able to control the VMs (e.g. (re-)booting, shut-
ting down, backing up, recovering old snapshots, ...). To
reduce management interactions performed by the teaching
staff, a management proxy granting access to the manage-
ment interface is deployed on the login server. This proxy
passes connections originating from the Internet to the man-
agement tool transparently. This conserves transparency
and enhances security aspects, as using a direct manage-
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Figure 3. Conceptual view

ment connection to the host would result in granting stu-
dents access to the host via HTTP and publishing the host’s
IP address. Of course, additional authentication and autho-
rization processes have to be established. Therefore, a cus-
tomized authentication handler on the web server that com-
pares the password given to the root password located in the
/etc/shadow file in a virtual machine is used. For this pur-
pose the image of a VM is mounted read-only by the web
server.

4 Deployment

Figure 4 illustrates the instantiation of the concept pre-
sented above for a lab course provided by the two univer-
sities. In this section, first the basis for the implementation
is described briefly, including the hardware of the hosting
server as well as the software chosen for the virtualization
process. Section 4.3 gives a detailed overview of the im-
plementation, before the upgrading process from Xen 2 to
Xen 3 is described in section 4.4.

4.1 Hardware Basis

At the beginning of the project, various tests [4, 5] have
been performed in order to figure out which kind of hard-

ware is necessary to virtualize the lab course shown in fig-
ure 4. The results have proven that no CPU bound bottle-
neck is suspected, but RAM seems crucial as 40 machines
for the student work and some additional servers should be
operated on one single host.

SuSE Linux filesystem images created by the YaST in-
staller including tools for development, the graphical desk-
top environment KDE and some free disk space for the stu-
dents’ work are about 3 GB of size. Those plus additional
disk space for backups have to be hosted on the server.
Therefore, a SATA RAID using RAID level 1 to ensure the
integrity of data is used.

The productive server is a Fujitsu-Siemens server with
two AMD Opteron processors (model number 246 at
2.0 GHz), 4 GB of RAM (as the initial setup is using Xen 2
and thus only supporting 32 bit environments) and about
400 GB of Soft-RAID storage (RAID level 1).

4.2 Software Basis

To implement the virtual lab, Xen was selected among
other virtualization tools. Its performance surpasses all
other tools that can be used to provide virtual machines
and network components when we started implementing the
project in 2005. Ian Pratt demonstrates the performance
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Figure 4. One of the virtual network environments

of Xen compared to VMware Workstation and User Mode
Linux (UML) [7] in figure 1. The conclusion drawn in his
work is that Xen performs best by far and in fact is close to
a stand-alone Linux system.

Over and above this fact, Xen is very stable and imple-
ments a very powerful scheduling algorithm. As claimed by
the Xen developers, it is possible to attack one virtual ma-
chine using DoS techniques, while other machines running
on the same physical host are nearly not affected. As DoS
attacks are executed during the course by students, this is an
important fact which has been proven true.

4.3 Instantiation for the Lab Course

One of the scenarios used for the IT security lab course
is shown in figure 4. The implementation of which is based
on Xen version 2. This is due to the fact that Xen 3 did not
perform well considering stability in our tests. It was still
in beta stadium and thus the decision to deploy a version 2
system was made.

In this scenario, two switches, eight hubs, four servers,
40 student PCs and 94 network interface cards are needed.
The darker marked interconnections between the servers
and workstations depict the network topology used within
the course (the "teaching network"), while the lighter con-
nections represents the management network. The latter has
to be deployed in order to grant access to the student ma-
chines as described in section 3.

To facilitate the use of graphical applications, X may
be forwarded using SSH tunneling capabilities. This only
proves suitable in case of the students working at machines
with local area network connections to the system hosting
the virtual lab. Besides, FreeNX [3], a remote desktop so-
lution, is installed on every VM. FreeNX enables the ex-
port of the desktop environment in a very efficient manner.
In our tests, even old-fashioned analog dial-up connections
resulted in no overwhelming but acceptable performance.
Both possibilities to use graphical interfaces can be used in
combination with any of the two ways of connecting to the
lab, either SSH tunneling or the usage of OpenVPN.
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Figure 5. The management web interface

The possibility to access the interface of the Xen dae-
mon xend using a web server via a python module enables
the management of the virtual machines. Access control is
realized using a custom-made authentication handler writ-
ten in python. It compares any given password to the root
password set in the virtual machine that shall be managed.
Thus, access to both the virtual machine and the manage-
ment interface is granted using just one single password. In
this case, an apache web server in combination with the auth
module is used and any traffic is encrypted using SSL. Fig-
ure 5 shows a screenshot of the home-grown simple man-
agement interface developed and used for the virtual lab
course.

4.4 Upgrading from Xen 2 to Xen 3

New versions of SuSE Linux Enterprise Server do not
support Xen 2 any longer and the demand to keep the soft-
ware up to date is hard to satisfy. After operating the lab
based on Xen 2 for two terms, a migration to Xen 3 was
desired.

Some minor adoptions have to be made to the network
configuration files and the configuration files used to create
virtual machines. Both issues are more or less based on
syntactical changes in Xen 3, resulting in minor problems.

In contrast, the port of the custom-made management
tool to Xen 3 demands greater efforts because some in-
terfaces of xend have changed. As a result, a part of the
management tool has to be reimplemented using the new
interface. Afterwards, the virtual infrastructure is working

properly again.
Regarding the stability, both versions of Xen do not dif-

fer. Anyway, differences regarding the performance are ob-
vious. While Xen 2 is a bit faster in general, Xen 3 is more
powerful in accessing virtual disks using the new xvd (Xen
virtual block device) driver. Both symptoms can be eas-
ily observed, e.g. by installing or booting new virtual ma-
chines.

One additional feature of Xen 3 is the possibility to vir-
tualize Windows Workstation if suitable processors with the
Intel-VT or AMD-V command sets are used. Our security
course could thus be extended to Windows security issues
as well. At the moment no suitable server hardware is avali-
able so that the course’s focus lies on Linux. Anyway, the
concept shown above still holds for Windows or mixed sce-
narios. Only some implementation issues would have to be
adjusted as for example the current management platform
just supports authentication and authorization methods for
Linux VMs.

5 Experiences

Operating the virtual lab for four terms productively, no
major problems occurred up to now. No problems related
to stability are experienced, even critical actions like DoS
attacks and malformed network packets sent during the lab
course do not harm the infrastructure. Performance related
problems are not noticeable, although 44 virtual machines
are executed on one single physical host. Usually, load is
distributed evenly over the week. Just in case of special
events like tests or demonstrations that have to be passed as
a milestone during the course, load is high, but the perfor-
mance experienced by the end-user is still acceptable.

Compared to a native Linux machine a virtual Linux ma-
chine operated by Xen is insignificantly slower. Running
more than one virtual machine at the same time is even more
efficient. Due to intelligent scheduling algorithms, boot-
ing the virtual lab with all the virtual machines and services
takes about 12 minutes. Hence, one single virtual machine
needs about 16 seconds in average to start up into runlevel 5.

Network performance does not pose problems as well,
even though many students are using graphical desktop ses-
sions and all the traffic to the Internet is handled by only one
physical network interface card. The network itself does not
provide a bottleneck in the virtual lab. This also holds true
for the virtualized network components interconnecting the
machines among each other and providing the management
network. Actually, the virtual network components in some
cases show better performance than physical ones as they
are simulated by kernel operations of the underlying host
system.

The most important gain of the virtualization process is
the reduction of administration costs to about a sixth part
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compared to the initial course setup. Up to six advisors have
been employed to manage and supervise the course and its
attendees. Now, this task is accomplished by just one stu-
dent advising the participants of the course regarding the
content. As the hosting system now is a reliable server sys-
tem, no disruptive incidents related to defects of hardware
occurred yet. This was a frequent case before the virtualiza-
tion of the lab and demanded a lot of in-time administrative
work. Virtualizing the lab course, the hardware issues have
been exchanged with the problem of managing VMs. Pro-
viding a management interface to students enabling reboots
of hanging machines, etc. releases the teaching staff and
shifts the efforts to the students while maintaining control.
Additionally, access to the lab is possible from every com-
puter connected to the Internet 24 hours a day. This leads to
a maximum of flexibility in time and place for the students,
especially as our lab course is offered at different universi-
ties.

6 Conclusion & Future Work

In this paper, a concept for a virtual IT infrastructure
for higher education teaching is introduced. Security as-
pects, transparent usage of and convenient access to the in-
frastructure, as well as the comfortable management of the
lab course are main requirements while designing the con-
cept. The deployment as a proof of concept using Xen is a
practical lab course dealing with IT security offered at the
two Munich universities.

In everyday use, the experiences are predominantly
good. The university’s premises for the lab course could
be released and valuable time of the teaching staff and ad-
ministrators could be saved. This is mainly due to the fact
that instead of managing several student PCs the manage-
ment of one much more reliable server system has to be
accomplished. The management of the virtual student PCs
is performed by the students themselves, providing them
with a web based management platform. In sum, this saved
about two thirds of the costs to run the course.

In future work, the virtualization of other practical lab
courses dealing with more technical content is considered.
In this context, the question to which technical detail virtu-
alization approaches seem applicable has to be answered.
However, the concept presented in this paper has estab-
lished a template for virtualizing other teaching environ-
ments.
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Abstract 

At a high level, virtualisation is an intermediary 
hardware or software layer that separates the logical 
view from the physical view to resources. Without 
virtualisation each server, operating system or 
application manages its dedicated physical resources. 
In a virtualised environment, the server, operating 
system or application do not need to know where the 
resource resides physically. Logical resources that are 
presented in a virtualisation layer replace server’s, 
operating system’s or application’s physical resources. 
The virtualisation layer then dynamically maps these 
logical resources to the target physical resources, 
thereby increasing the flexibility and efficiency in 
resource assignment to a server, operating system or 
application. Virtualisation allows the IT department to 
separate decisions regarding server, operating systems 
and application from compute and storage devices and 
the associated management tasks. 

Storage virtualisation can be realised in many 
layers of an IT infrastructure. Storage includes all 
layers beginning at storage arrays to storage network 
to storage-related layers in servers.  

Storage virtualisation falls in the following main 
categories: 

Storage array-based virtualisation (mainly 
block-oriented access) 
Virtualisation via NAS (mainly file-oriented 
access) 
Nearline virtualisation (also known as tape 
virtualisation) 
SAN fabric partitioning (virtual or logical 
SAN) and NAS partitioning 
LUN virtualisation via intelligent SAN switches 
virtualisation functionality bound to fibre 
channel switch ASICs 
In-band virtualisation appliances 
Server-based Volume Manager  

Emerging technologies 

Virtualisation via grid-based file system is 
looked at as emerging technology 

Not every virtualisation layer has to be in place and 
not all combinations are possible due to restrictions in 
the relevant support matrices or due to other reasons. 
E.g. a connection needs not or in some cases even 
must not go from a standard LUN trough a VSAN 
trough ASIC-based virtualisation through a Volume 
Manager.   

1. Storage Virtualisation in the IT 
Ecosystem 

Storage Virtualisation has to be seen in a broader 
context within the data center infrastructure. The 
Dynamic Data Center (DDC) architecture from Fujitsu 
Siemens Computers describes this IT architecture that 
represents a breakthrough compared with existing 
paradigms. The focus of the DDC is on services that 
are provided to end users and the service level 
agreements (SLAs) that define the quality of provided 
services in terms of response times, availability, etc. 
The demanded quality should be offered at as low a 
price as possible (efficiency), and the IT in question 
should be able to adapt rapidly to changes in business 
processes (flexibility). 

The DDC is therefore based on new hardware and 
software architectures that enable greater efficiency 
and flexibility, yet the very highest reliability. These 
architectures are complemented by concepts for 
integrating them in existing IT operations and running 
them efficiently.  

Dynamic IT infrastructures must be developed on 
the basis of these new application architectures so that 
across-the-board successes can be achieved in IT 
efficiency and IT flexibility, yet stable operation is 
maintained. Ideally, every service can run on any 
system and be relocated between systems in a short 
time. The first step in this is to divorce the services 
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from dedicated hardware platforms via virtualisation. 
All hardware resources (servers and storage systems) 
are grouped in pools, from which they can be used 
flexibly as required. The traditional silo-like n-tier 
architecture is replaced gradually by a DDC 
architecture. 

The operation of virtual and real resources is largely 
automated: “IT manages IT”. If resources fail or are in 
short supply, corrective actions are initiated 
automatically by automation. Resources are 
automatically provided to services on the basis of 
predefined rules. These rules are based on the concrete 
business processes and resulting agreements with the 
users of the services and are specified in service level 
agreements (SLAs). Ideally, the services are charged 
according to degree of usage and required Quality of 
Services. 
2. Driving forces for Storage Virtualisation 
The overall goal of Storage Virtualisation is improving 
agility and Total Cost of Ownership (TCO). This can 
be achieved in different dimension whereas the 
different dimensions have interdependencies of some 
kind. The most important dimensions are: 

Better utilisation  
Manage heterogeneity 
New features on existing hardware 

2.1. Better Utilisation 
The first measure to improve utilisation is to provide 
resources via resource pools. It is not mandatory to 
work only with a single huge pool. In reality the 
resource pool will be divided into more than one pool 
according to the Service Level Requirements. In reality 
we won’t see too many different resource pools. The 
number will start with two and level out at five as the 
differentiation between Service Level requirements 
will be then to small.  
Based on the resource pools the virtualisation layer can 
then realise automatic load balancing. This will 
increase overall utilisation as the space limit for 
growth is defined once for the complete pool and not 
for each LUN in the pool.  
Different pools with different Service Level 
agreements form the basis for autonomous transparent 
storage tiering. The rule engine will be provided by the 
integrated rule engine in an Information Lifecycle 
Management concept (ILM). The maturity of the 
integrations differs depending on the virtualisation 
layers.  
2.2. Manage heterogeneity 
As the virtualisation layers hides the physical attributes 
of the storage systems the storage systems behind the 
virtualisation layer can be from different suppliers. 
Most of the management will be done in the 

virtualisation layer so that one management tool can 
manage heterogeneous storage.  
This applies also for technology refresh. In these cases 
it is necessary to migrate data from old storage systems 
(probably with a different architecture) to newer 
storage systems. The virtualisation layer can hide these 
differences and can transparently migrate data.  
2.3. New features on existing hardware 
Each storage system has some limitation e.g. maximal 
number of LUNs, maximal numbers of SnapShots etc. 
Modern storage virtualisation solutions not only 
virtualise the LUN presentation but they offer all the 
extended storage functionality such as SnapShots, 
replication etc. By moving these functions from the 
storage arrays into the storage virtualisation layer it 
gets independent from the limitations of the storage 
systems in the back-end. As a by-product these 
functions will then work across heterogeneous storage 
systems. On the other hand it does not make sense 
using the extended storage functionality in the 
virtualisation layer and in the back-end in parallel. 
Therefore expensive functionality on existing storage 
in the back-end may lose its value when moving this 
functionality into the virtualisation layer.  
3. Virtualisation layers 
In the storage area we can identify many points where 
virtualisation can take place. At SNIA we can find a 
systematic view on these locations. SNIA 
differentiated the following areas. 

What is created 
Where is it done 
How is it implemented 

3.1. What is created 
This area falls into the following sub-blocks: “Block 
virtualisation”, “Disk virtualisation”, “Tape, Tape 
Drive, Tape Library Virtualisation”, “Filesystem / File 
/ Record Virtualisation” and “Other Device 
Virtualisation”. Most of these points are self 
explanatory. Some parts such as “Object Storage 
Devices” have to be linked to a sub-block. This could 
be either “Disk Virtualisation” or “Other Device 
Virtualisation”.  
3.2. Where is it done 
At a high level view SNIA differentiate between 
“Host-based / Server-based Virtualisation”, “Network-
based Virtualisation” and “Storage Device / Storage 
Subsystem Virtualisation”. 
3.3. How is it implemented 
Here we have only two blocks: “In-band 
Virtualisation” and “Out-of-band Virtualisation”. With 
the latest development we should add “Split Path 
Virtualisation”. 
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In-band Virtualisation means that the Virtualisation 
layer sits in the data path. All I/O have to travel 
through this layer. The main advantage is the single 
point of virtualisation. On the other hand this can lead 
to scalability issues. In the out-of band model the 
virtualisation layer is outside the data path. The I/O 
path stays as it was before. This model provides the 
best performance but normally requires special drivers 
in the host- / server systems. Split Path Virtualisation 
makes use of intelligent switches. Redirection etc. is 
done in the switches. The virtualisation management is 
outside the switches. There is only a small additional 
latency due to the redirection etc. in the switches. In 
general this solutions scales as a normal switch 
architecture would scale.  
4. Storage virtualisation stack 
This above mentioned SNIA Model gives an good 
overlook but when we have a closer look we can 
identify more virtualisation points.  
Partitioning of hardware or software resources is also a 
kind of virtualisation. Partitioning can be realised in 
the storage arrays, in the tape libraries or on the 
switches. Partitioning generates two or more separated 
views which have separated resources on the same 
basic hardware.  
ILM in the box is another example of virtualisation. 
The clients will see only one interface. However the 
system will internally deploy different tiers for data 
storage. The ILM level can be realised on block levels. 
For instance the system will then move e.g. rarely 
accessed blocks from one tier to another tier in the 
same system. More common is the ILM in box for 
arching systems. Complete files would then be 
migrated from disk storage to tape storage in a 
transparent way.  
A next level is the so called spindle virtualisation. 
Presenting LUNs (Logical Units) has been an 
established technology for years. On top of the LUNs 
we have the different RAID-levels. In this area we can 
also position thin provisioning. This means that the 
client sees more space than is actually physically 
allocated. The physical allocation takes places when 
the customer writes the first time into an area. The 
advantage is that one can logically allocate the 
maximum e.g. to a file system and there is no need to 
expand the file system. On the other hand this needs 
careful planning as over-allocation can happen.  
In the next block towards the server network-based 
virtualisation comes into play. This functionality is 
already defined in the SNIA model.  
A relatively new virtualisation layer is the host channel 
adapter virtualisation. N-port ID virtualisation realises 
many logical I/O channels between the switches and 

the host / server systems. This can reduce especially 
the number of up-links into the network as more than 
one connection can be established on the up-links.  
Going up in the storage virtualisation stack we have 
the virtual volume manger. In principle it is the same 
idea as with spindle virtualisation but on a higher level. 
LUNs can be sliced or concatenated and volume 
manager normally offer different RAID levels. Volume 
manager can work on heterogeneous storage. Volume 
manager normally have only the view of one host / 
server system but this will change in future. Volume 
manager implementations on different operating 
systems differ substantially.  
Grid-based file systems are on top of the virtualisation 
layer. At the level of Grid-based file systems one can 
differentiate between clustered file systems and 
parallel file systems. Cluster file systems store the 
metadata distributed on back-end storage whereas on 
parallel file systems normally the metadata are 
managed by special nodes (metadata server).  
Partitioning, ILM in the box and spindle virtualisation 
is realised in the storage systems itself. Storage 
network-based virtualisation is either realised via 
special appliances or it makes use of intelligent fibre 
channel switches. Host channel adapter virtualisation, 
volume managers are normally deployed on the host 
systems. Grid based file systems consist of more than 
one storage node. The physical storage is either direct 
attached storage in the nodes or external storage which 
attached via fibre channel or iSCSI.  
5. Virtualisation pro and cons 
5.1 Pros 
In virtualised environments one can mix and match 
different storage arrays. They can be from different 
vendors. Virtualisation breaks the vendor lock-in in 
this area. The storage can also incorporate storage with 
different quality of services. The storage virtualisation 
layer will then pool the different quality of service area 
and provide this storage via different pools to the 
users. If the higher functionality is moved into the 
virtualisation layer then cheaper storage can be 
deployed at the back-end. The virtualisation layer 
provides a consistent feature set in heterogeneous 
environments and a single point of administration to a 
certain extent. In total this improves agility and TCO.  
5.2. Cons 
In mostly all implementations the virtualisation layer 
introduces an additional management and monitoring 
layer as the management of the storage can only 
moved to the virtualisation layer to a certain extent. 
Error diagnostics or physical extensions normally have 
to be carried out in the storage systems itself. With in-
band implementations the scalability issue has to be 
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looked carefully. If out-of band virtualisations are 
based on host-based agent then software dependencies 
have to be considered which is harder to manage. 
Split-path and in-band implementations have to be 
considered as new storage systems. This requires 
certification and qualification.  
6. Block-level Virtualisation 
At the block-level virtualisation one has to 
differentiate between in-band, out-of-band and split-
path implementations. In-band virtualisation 
implementations are normally based on appliances 
which can even consist of standard server hardware. 
As each and any I/O has to travel through this 
appliance scalability is an issue. On standard server 
hardware the bus systems will be most likely the 
limiting factor. The out-of-band implementation does 
not introduce new hardware into the data path. 
Scalability should be the same as if there were no 
virtualisation layer. The management of the 
virtualisation layer will then be realised in a separated 
instance outside the I/O-path. Array-based 
virtualisation implementations are hard to classify into 
these categories. At array-based implementation 
heterogeneous storage or storage arrays are attached to 
the array with the virtualisation layer.  
Block-level virtualisation is not always completely 
transparent. This should be discussed on the example 
of thin provisioning. If the storage resource 
management is only deployed on the host systems it 
will see the total storage as available even if it is only 
logically attached. Real benefits of thin provisioning 
are only given if the application stack can work with 
this feature (e.g. Autoextend with Oracle). 
Block-level virtualisation differs substantially in the 
enterprise and entry market. In the enterprise market 
functionality and high availability are the dominating 
factors. In the entry market many projects are faced 
with integration issues. Customers seek for new base 
functionality for existing old storage at low price 
points.  
7. File-level virtualisation 
File-level virtualisation is mostly based on the NFS or 
CIFS interface. Beneath the virtualisation layer file 
servers or NAS systems form the basis. This 
virtualisation is most successful in the high-end 
segment. Transparent migration of files is the most 
cited value proposition. First placement and load 
balancing come next. Managing a Global Name Space 
is a mandatory functionality for transparent migration, 
load balancing, first placement etc. File-level 
virtualisation supports consolidation, tiered storage and 
provides a single point of management for 
heterogeneous systems. In principle there exist two 

different implementations. The file-level virtualisation 
layer is either implemented as an appliance (often on 
adjusted network switch hardware) or is a pure 
software solution which manages an external Global 
Name Space.  
8. Nearline Virtualisation 
The value proposition of nearline virtualisation is clear 
and easy to understand not only in the mainframe area 
but also for open systems. Nearline virtualisation is not 
a nascent market. Nearline virtualisation is based on 
proven technology. Fujitsu Siemens Computers’ 
CentricStor is a de-facto standard.  
CentricStor is a powerful virtual magnetic tape 
solution which enables fully integrated ‘disk-to-disk-
to-tape’ data backup for all corporate data. 
CentricStor is implemented as a transparent 
virtualization layer between mainframes, servers and 
magnetic tape systems. CentricStor has a virtual 
interface to the servers and so supports many servers, 
operating systems and software programs for data 
backup like no other solution. 
With CentricStor, you can consolidate many magnetic 
tape archives simultaneously and thereby reduce 
overall running costs (TCO) because you need fewer 
tapes, drives and magnetic tape systems. CentricStor 
also dramatically shrinks the time windows required 
for data backup and at the same time speeds the 
recovery of data from business-critical applications.  
Unlike conventional monolithic ‘virtual tape libraries’, 
CentricStor is what is termed a ‘virtual tape appliance’ 
(VTA) which uses a flexible, modular CentricStor grid 
architecture (CGA) and true magnetic tape 
virtualization, also called ‘true tape virtualization’ 
(TTV).  
CentricStor offers unprecedented scalability, 
connectivity and data recovery following a system 
crash, as well as a substantially reduced total cost of 
ownership (TCO) in terms of data backup and restore, 
business continuity, HSM and batch processes. 
CentricStor also supports a wide range of service level 
agreements (SLAs) which are necessary when an 
organization wants or is required to align its data 
storage with an information lifecycle management 
(ILM) strategy. 
All this makes CentricStor the only virtual magnetic 
tape solution with which magnetic tape technology is 
made suitable for ILM concepts. 
9. Virtualisation on Grid-based file systems 
Traditional storage areas consist of limited storage 
processors. In most cases the array can be equipped 
with two storage processors which form a high 
availability cluster. This concept limits the throughput 
as each I/O needs some resources on the storage 
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processors. Grid-based file systems however scale not 
only in direction of capacity but also in the direction of 
throughput. In theory Grid-based file systems don’t 
have limitations in the number of nodes. In reality 
there are of course limitations. The reasons are test 
time, test resources, type of implementation as 
clustered file system or parallel file system etc. The 
communality between the implementations is that most 
of them can run on standard server hardware. There 
are many implementations on the market (in the range 
of hundreds). Comparing the different implementations 
is difficult as there are many requirement dimensions. 
Following are some examples: 

Scalability (# of nodes, single file system or 
maximum number of files systems) 
Virtual filers which can be easily moved 
between nodes 
Based on industry standard servers or on 
special hardware 
Type of interconnect between the nodes 
Cluster RAID (wide stripping), RAID-level, 
rebuild architecture in the case that one or 
more disks fail 
Software availability (snapshots, thin 
provisioning, local / remote replication) 
Management concepts / management 
interfaces, dynamic expansion / reduction of 
nodes 
Front-end: Interfaces (NAS, iSCSI, FC) 
Back-end: DAS or external storage. 

10. Server & storage virtualisation 
working together 
The above discussed virtualisation stack shows the 
most important virtualisation layers. In reality one will 
make use of only a few selected virtualisation layers. 
On the other hand we have the server virtualisation 
which needs storage resources. Server and storage 
virtualisation have to work together. Server and 
storage virtualisation has also to work together with 
network virtualisation but network virtualisation is not 
covered in this paper. Following we explain some 
examples where server and storage virtualisation work 
together.  
10.1. Blade servers 
Normally each blade server needs storage (and 
network) connection to the infrastructure. In a rack 
with many hundreds of blade servers this lead to high 
number of necessary ports on the edge switches. With 
blade switches supporting the N-Port IP virtualisation 
the necessary up-links to the edge switch can be 
reduced as more than one logical connection can be 
transported over a physical up-link.  
10.2. Server virtualisation under VMware 

The next point for improvement can be seen in the 
storage addressing scheme in fibre channel and 
VMware environments. Normally the ESX system 
holds the World Wide Name (WWN). In the next 
iteration of VMware together with N-Port ID 
Virtualisation it will be possible that each guest system 
will see its own WWN. This improves security so that 
even more applications can be moved into virtualised 
server and storage environments.  
Working with VMware often means that the storage of 
the guest systems is virtualised in the VMware File 
System.  
The first option for doing backup is running the 
backup jobs in each guest system. The advantage is 
that all the existing features can be used which can put 
the applications into consistency states (transaction 
consistency). On the other hand backups consume a lot 
of resources and can only use such backup devices 
which are supported by the ESX server.  
Another option would be running the backup on the 
ESX server. This option is very limited as the backup 
software needs qualification by VMware.  
To improve this situation VMware introduce the 
Consolidated Backup (VCB) which can be carried out 
from a separated backup server. The advantage is that 
range of supported devices is much broader as on the 
ESX server. Additional the method opens easy file by 
file recovery especially in heterogeneous Windows 
environments.  
10.3. Provisioning 
Dynamic Data Center solutions work with autonomic 
cycles. Based on a storage pool the autonomic cycle 
monitors the configuration, analyses status, adapts the 
configuration based on rules and the information 
which were gathered in the previous steps and executes 
the necessary actions. Dynamics means that storage 
space can be provisioned dynamically. For example if 
in the autonomic deploys new / additional servers the 
new servers needs storage accordingly. This process is 
managed via provisioning. Normally complete LUNs 
are provisioned by the autonomic cycle but this is not 
limited to this. Another example would be CIFS or 
NFS shares. Storage Virtualisation will help 
dramatically to improve the flexibility as the entities 
can be taken out of a storage pool even in 
heterogeneous environments.  
10.4. Transparent Migration 
With the technology available today each 
configuration has to face the problem of technology 
refreshes. In traditional configurations this was 
managed by unloading data from the old storage 
system to backup media and afterwards loading the 
data from the backup media to the new storage system. 
The main disadvantage was that this needs exclusive 
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time windows during this time the application could 
not work in update mode. With the increased 
requirements these windows are no longer available.  
Thanks to the virtualisation layers available today 
these migration process can be done without 
application interruption especially when the data 
already have been put under the management of the 
virtualisation layer. All further migration processes 
will then run with no application interruption. One 
example for this technology is CentricStor from Fujitsu 
Siemens Computers. The “True Tape Virtualisation” 
will shield the application layer completely from the 
physical layer. Technology refreshes or in general term 
“Migration” is no longer a SLA (Service Level 
Agreement) issue.  
11. Summary 
Virtualisation via partitioning is the most transparent 
approach and it is widely accepted  

ILM in the box is an interesting approach but the 
solutions on the market address special market 
segments such as archiving. Maybe we will see more 
solutions in future.  

Presenting disks as LUNs has been an established 
technology since years. The same is true for NAS 
systems. In the area of LUN virtualisation there are 
some extended features such as thin provisioning.  

For block-level virtualisation a new battle will start for 
split-path, in-band and array-based virtualisation. 
Special segments are addressed with host-based 
virtualisation especially in the high-end Unix-market. 

Many projects in the entry segment for block-level 
virtualisation are faced with integration of existing 
storage (e.g. new live / features into old storage.  

File-level virtualisation delivers interesting features for 
transparent migration, load balancing or first 
placement if it is implemented as in-band functionality.  

Nearline virtualisation is an established market with 
well understood ROI. Fujitsu Siemens Computers’ 
CentricStor is the market leading solution.  

Using commodity hardware components in Grid-based 
file system solutions is getting more and more 
attractive. This emerging market will start in special 
segments and enlarge into enterprise market.  

OSD (Object Storage Devices) is a future market. In 
principle controller hardware will provide enough 
resources to realise OSD but this has to be integrated / 
adjusted with I/O stack above which needs a lot of 
work to be done.  

All these virtualisation layers support the Dynamic 
Data Center concept with its autonomic cycle. 
Combining Server Virtualisation, Storage 
Virtualisation and Dynamic Data Center concepts 
helps customers to makes huge progress in the 
direction of Service Oriented IT infrastructures.  
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Abstract

Storage clusters try to transfer the idea of cluster com-
puting into the storage domain and to scale capacity and
performance by simply adding new cluster components.
This paper presents the architecture of storage clusters and
presents analytical considerations on the scalability of stor-
age clusters and presents a storage cluster architecture
based on peer-to-peer computing. It is shown that stor-
age clusters are able to scale up to hundreds of servers and
clients. The storage cluster environment has been success-
fully implemented and tested on a Linux based HPC-cluster.
The measurement results presented in this paper demon-
strate the feasibility and scalability of this architecture.

1 Introduction

Cluster-based storage tries to transfer the idea of clus-
ter computing into the storage domain. A storage cluster is
based on a set of storage appliances, called storage bricks,
which work together closely and can be seen, from the out-
side, as a single, huge and fast storage system. The storage
bricks are managed by a storage cluster middleware that is
implemented as a software system managing the distributed
state information about the storage cluster [17].

A major distinction between storage clusters and con-
ventional storage architectures is that storage bricks are
assembled based on commodity server architectures, en-
abling cost-savings compared to dedicated architectures [3].
Therefore each storage brick does not only provide storage
capacity, but also computing and communication power.
The computing capabilities enable a storage brick to con-
tain a software management stack and to act as a storage
appliance. The software stack inside a storage brick is re-
sponsible for a seamless integration of the brick into the
cluster environment. Integrating a new storage brick there-
fore only involves the assignment to a storage resource pool,

∗This work has been partially supported by the EU within the 6th
Framework Programme under contract IST-511531 Highly Predictable
Cluster for Internet Grids (HPC4U).

all other administration tasks, like authentication or rights
management, are handled by the middleware. A character-
istic element of storage clusters is that adding new storage
bricks does not only increase storage capacity, but also the
performance of the entire cluster.

Storage bricks can either use directly attached storage or
networked storage as persistent storage. In the first case,
only an interconnection infrastructure between the nodes of
the storage cluster and to the client systems is necessary
to provide scalable storage. In the second case, the bricks
have to be connected to the networked storage systems over
a storage area network, inducing additional costs and com-
plexity, but also enabling the bricks to share storage devices
without communication between the bricks.

The idea of a storage cluster as a collection of smaller
components is closely related to storage virtualization and
has been implemented first in the Petal prototype [13]. The
main task of a storage cluster is to hide the complexity of
the underlying storage systems by using a block-based stor-
age virtualization environment or a distributed file system
[20] [16] [9]. An example for an academic storage clus-
ter is Ursa Minor, which provides access to objects instead
of files or blocks and which is able to change data encod-
ing and therefore performance and reliability of data ob-
jects based on attributes and access patterns [1]. The aim
of the Federated Array of Bricks (FAB) is to deliver enter-
prise properties from a set of storage bricks at a fraction of
the costs of an enterprise storage array [19]. The V:Drive
project is based on randomized data distribution schemes,
which are able to evenly spread data and accesses among
all participating bricks and offer fast reorganization in case
of failures or the integration of new bricks [6].

Storage clusters often use Ethernet as interconnection
technology to the clients and between the storage bricks. In
this paper we will focus on Internet SCSI (iSCSI) as inter-
connect protocol, which has been developed as an extension
of the SCSI protocol environment for TCP/IP based net-
works [22]. Additional block level storage protocols over
Ethernet are HyperSCSI, NBD, and ENBD [23][2]. It is of
course also possible to use high speed networks like Infini-
band or Myrinet as interconnect between the bricks or to the
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clients.

Inside this paper we investigate the sub-class of stor-
age clusters where storage bricks use directly attached stor-
age devices as persistent storage with a block-level inter-
face. Furthermore, we assume that clients are not allowed to
load proprietary drivers to support access to these devices.
This is a key requirement for building open systems RAID-
System, which are offered by vendors like Equallogic or
LeftHand Networks [8].

The requirements concerning this storage cluster ar-
chitecture differ significantly from approaches like Petal,
where clients load an additional module that gives hints
about the data location, and it differs from Ursa Minor that
is based on the concept of object storage devices, where
accessing clients also know where to access data. The ar-
chitecture of the FAB-project is closely related to the archi-
tecture used inside this paper, but the publications do not
consider the influence of the interconnection network be-
tween the peers on scalability.

The performance of this sub-class of storage clusters
mainly depends on two different aspects: The ability to
evenly spread data blocks and requests to the data among
the storage bricks and the communication overhead be-
tween the peers. The communication between the peers is
especially important, if the hard disks are as fast as or even
faster then the communication links. This can occur if a set
of disks inside each storage brick is used as internal RAID
environment and the access pattern is sequential or if solid-
state disks are used as persistent storage. Communication
between peers is always necessary, if a peer needs to access
data that is stored on another peer.

After giving a introduction into the system architecture
and cost aspects in section 2, we analyze the influence of
inter-node communication on the scalability of the network
in section 3. The calculations are based on the assumption
that the interconnect is the bottleneck of the network and we
show that the internode-communication has got a significant
influence on the performance of a storage cluster.

The analytical results of this paper are complemented
by measurement results for scalable storage clusters in sec-
tion 4. The measurements have been performed on a high
performance computing (HPC) cluster environment under
Linux. Based on a storage cluster architecture that has been
composed from publicly available components and the clus-
ter volume manager V:Drive we show that the analytical re-
sults fit very well with reality. We will present the measure-
ment results for up to 24 cluster nodes and 24 client nodes
including data replication schemes. Part of this work has
been previously published in [3] and [4].

2 Technology

Standard server and interconnection architectures have
become powerful enough to compete with dedicated stor-
age architectures. Two important aspects of storage clus-
ter hardware are the interconnection network between the
nodes of the storage cluster and the connection between the
nodes and the persistent storage. From the software per-
spective, the most important performance challenge is to en-
sure an even balancing of the data request among the nodes.
Otherwise, peak demands can (and will) endanger system
scalability.

In the following, we will discuss the basic hardware and
software components of a storage cluster and their influence
on costs and performance. After presenting the overall sys-
tem architecture, we focus on technologies for building stor-
age clusters based on direct attached storage devices (DAS).
The scope of the section Cluster Interconnects is on inter-
connection technologies between the cluster nodes.

2.1 System Architecture

Storage clusters are built as peer-to-peer solutions, where
each peer / brick is a standard server system. Each client of
the storage cluster can be connected with an arbitrary stor-
age brick and each request can be served by every brick (see
Fig. 1). The connection between clients and storage cluster
is normally based on Gigabit Ethernet; interfaces can either
be a block level interface, like iSCSI, or a file interface like
NFS or CIFS. If the bricks are connected to the disks via a
storage area network (SAN) then the only communication
between the peers involves the exchange of meta informa-
tion. In our case, the bricks utilize their internal storage.
To ensure that each brick can access every data block, also
bulk data has to be exchanged between the peers. This data
exchange can be done via a dedicated high speed network,
like Infiniband or Myrinet, or in our case via less expensive
standard Ethernet connections.

As major software component, a virtualization layer has
to ensure that all bricks have got the same, consistent view
on the data. This virtualization can either be performed by
a block-level storage virtualization or by a distributed file
system. Standard server architectures are less reliable than
dedicated storage systems and the virtualization layer there-
fore has also to ensure that data is protected against the fail-
ure of one or more storage bricks.

2.2 Storage Interconnects

The different technologies for the interconnection of
server nodes and persistent storage can be distinguished in
two categories. Direct Attached Storage (DAS) describes
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storage systems, which are directly connected with a sin-
gle server node. Opposed to DAS environments, the stor-
age systems inside a Storage Area Network (SAN) are con-
nected with the servers via a dedicated physical network.
In a SAN, a large number of servers can be connected with
the same physical storage systems. As we will see in sub-
section SAS and SAS-expander, the new serial SCSI tech-
nology is building a bridge between the concept of direct
attached storage and storage networks and tries to mix the
best properties of both approaches. In this paper we will
concentrate on ATA, SATA, SCSI, and SAS, which are used
as direct attached storage systems inside storage bricks. For
a description of SAN-storage systems, see e.g. [7].

ATA and SATA: The Advanced Technology Attachment
(ATA) standard defines a set of interfaces for the direct in-
terconnect between storage systems, like hard disks or CD-
ROMs, and computer systems. Besides the standard defini-
tion as ATA, the technology has also been named as Inte-
grated Drive Electronics (IDE) or Enhanced IDE (EIDE).
The name IDE and EIDE is pointing to the controllers,
which have been integrated into the storage systems.

To overcome the drawbacks of parallel ATA (PATA) at
higher frequencies and cable lengths and to enable higher
data throughput, Serial ATA (SATA) has been introduced
in 2003. The first generation of SATA interfaces supports
frequencies up to 1.5 GHz and uses a Low Voltage Dig-
ital Signalling (LVDS) scheme. Using differential signal
transmission, a signal change triggers both used wires to
change their voltage level at the same time, but with differ-
ent phases. LVDS is able to substantially reduce interfer-
ence liability and enables the increase of wire length to 1
m while simultaneously boosting the data transfer rate. Be-

Figure 1. Storage cluster architecture.

sides the 1.5 GBits/s standard, the 3 GBits/s standard and
corresponding storage devices are already available.

Important technical innovations of the standard are hot
swapping of storage devices and the introduction of Native
Command Queuing (NCQ). NCQ enables reordering of re-
quests inside the storage systems to increase data through-
put [11]. Furthermore, current SATA hard disks posses bet-
ter reliability and higher meantime between failures. The
integration of advanced error detection schemes, queuing
mechanisms and the elimination of jumpers enable the us-
age of SATA hard disks in web servers or in RAID environ-
ments [14].

SCSI and SAS: The Small Computer System Interface
(SCSI) is the eldest of the addressed storage interconnects.
Classical SCSI hard disks use a parallel interconnect for the
data transfer and distinguish between dedicated data and
control wires. The SCSI standard is able to address up to
4 (later 16) devices, which are connected in a daisy chain.

SCSI has become much more than a standard for host
bus adapters that can interconnect hard disks and computer
systems. The upper level defines a set of commands, while
lower levels define interconnect technologies. The inter-
connects range from classical, parallel SCSI to serial data
transfer technologies, like Fibre Channel, FireWire, Serial
Attached SCSI, and even to the iSCSI protocol, which en-
ables the transport of block oriented SCSI commands over
the Internet.

Serial Attached SCSI (SAS) starts to replace present par-
allel SCSI interfaces on the physical transmission layer.
Parallel SCSI reached its physical limits with the current
Ultra-320 SCSI standard and has to cope with similar prob-
lems such as parallel ATA interfaces. The changeover to
serial transmission technologies should overcome the prob-
lems of different signal transmission times on long wires
and of crosstalk at high transmission frequencies [21].

In contrast to parallel SCSI interfaces, SAS defines
point-to-point connections between devices with a connec-
tion speed of up to 3 GBit/s (net performance 300 MByte/s)
in each direction and for each physical interface. To en-
able redundant architectures, SAS envisions dual porting in
SAS hard disks, where each port has got a different address.
This means that each SAS hard disk has got two ports and
each port can be assigned to a different host bus adapter.
To overcome the limitations of a single host bus adapter,
SAS introduces the concept of fanout and edge expanders,
which are the foundation of SAS networks with up to 16256
SAS devices in a single environment. At most one fanout
expander is allowed in an environment [18].

Based on their simple interconnection topology and the
fact that each SAS port is only allowed to be interconnected
with a single SAS address at each point in time, SAS is not
classified as a storage area network. An interesting feature
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of SAS controllers is that they support direct attachment of
native SAS hard disk as well as the integration of SATA
disks. The attachment of SAS hard disks to a SATA con-
troller is not possible.

Comparison of disk technologies: SATA and SAS de-
vices have inherited many properties of their ancestors ATA
and SCSI. E.g., many SATA devices are just IDE disks with
a new interconnection interface. The pricing of SATA de-
vices is therefore similar to the pricing of IDE disks (see
Fig. 2(a)). Requiring only a new interface chip, the costs
per GByte of a SATA disk differ only marginally from an
IDE disk of the same size. There are only very few devia-
tions from this behavior, where some SATA disk are priced
in a range between 2 Euro/GByte and 4 Euro/GByte1.

Examining Fig. 2(b) and Fig. 2(c) it becomes obvious
that these disks differ both in speed and reliability from
standard ATA devices. In both cases, former enterprise-
class SCSI hard disks have been redesigned with a new
SATA interface. Afterwards, these disks have been posi-
tioned between SATA and SCSI hard disks and are an inter-
esting alternative for building reliable disk environments.
Comparing SAS devices with SCSI and FC devices, it can
be observed that there is a significant price gap. SAS tech-
nology is still that new that SAS drives are getting a price
offset compared to standard enterprise class devices. It can
be foreseen that SAS devices will become comparable in
pricing with SCSI and FC devices over the next few years.

It is important to notice that the meantime between fail-
ure (MTBF) of ATA/SATA and SCSI/FC/SAS devices can
not be directly compared. Enterprise class disks are tested
under the assumption that they are accessed 24 hours a day,
ATA/SATA devices are assumed to be accessed only 25% of
the time. Increasing this on-time can lead to a significant de-
crease of the MTBF, leading to less reliable environments.

2.3 Cluster Interconnects

The nodes of a storage cluster, the storage bricks, can
be connected with each other via different network tech-
nologies. These interconnects between the nodes differ in
terms of bandwidth, latency, and cost. Nevertheless, the
scalability properties of a storage cluster are significantly
influenced by the physical properties of the interconnection
technology between the nodes.

From the perspective of the physical implementation of
the interconnection technologies, the different approaches
for cluster environments become more and more similar.
All technologies offer or will offer in the near future a band-
width of 10+ GBit/s. Differences can be seen on the proto-
col layer. Ethernet is closely related to the TCP/IP protocol

1All cost estimates inside this paper are from February 2007.

(a) Costs per GByte

(b) Costs vs. RPM

(c) Costs vs. MTBF

Figure 2. Cost comparison for different disk
technologies
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Figure 3. Cost comparison of different server
configurations.

stack that is used in local area networks and in wide area
networks. Based on the protocol and software overhead of
the TCP/IP protocol, latencies of Ethernet interconnects are
still a magnitude higher than latencies of dedicated cluster
interconnects, like Myrinet or Infiniband.

2.4 Cost Scaling of Storage Clusters

Storage costs are composed from a variety of different
parts. Besides the investment into storage hardware, they
also include software, integration, management, and addi-
tional costs and can be distinguished into one-time costs
and recurrent costs . Besides the initial hardware costs, only
the initial software costs can be easily identified. Most out-
of-the-box environments, including pre-integrated storage
clusters, can be installed within a few hours from most ad-
ministrators. On the other side, building a storage cluster
based on open or closed source software for the first time
from scratch can take many weeks or even months before
the environment is ready to be used in a productive environ-
ment, leading to storage costs much higher than the initial
hardware costs. This would contradict one of the major ad-
vantages of storage cluster architectures, their simplicity in
design and scalability.

The costs of a storage cluster can be influenced by the
overall capacity, speed, and reliability of the environment.
Inside this paper, we only analyze Gigabit Ethernet based
server architectures from a single vendor, which are either
equipped with SAS or SATA devices.

Fig. 3 compares two different servers with a dedicated
iSCSI storage server. The price comparison shows the influ-
ence of the server price on the price per GByte of a storage
brick. Being equipped with complete server hardware, the

offset of the base system is much bigger than the price of the
hard disks themselves, forcing a storage brick to integrate as
much hard drives as possible. The 1U server is only able to
integrate 4 hard drives and therefore has to cope with high
costs for the processor, RAID controller, and cache RAM.
The influence of this offset becomes even higher if the in-
ternal HW RAID-controller uses one of the disks as parity
disk inside a local RAID group and therefore the usable ca-
pacity decreases by 25%. It is interesting to observe that
the dedicated iSCSI server has nearly the same costs per
GByte as a 2U server with 8 750 GByte disks, especially as
the dedicated iSCSI server, which can not be scaled up to
form to a storage cluster, is build up from standard server
hardware and the disk density has been increased to 15 hard
drives. This gives an insight into the cost calculation for
the storage software, which includes in this case snapshot
functionality and the iSCSI interface. More detailed exam-
inations of cost factors in storage cluster architectures can
be found in [3].

3 Communication Overhead between Peers

Scalability inside a storage cluster is bounded by a num-
ber of factors. Important aspects concerning the scalabil-
ity are the ability of the data distribution to balance data
and requests among the peers and the communication over-
head between the peers that is induced by the exchange of
data and information between the peers and the underly-
ing network technology. In this section we will focus on
communication between peers and we will assume that this
kind of communication is only necessary to exchange data
blocks and that only small amounts of metadata have to be
exchanged between peers. Furthermore we will assume in a
first step that the underlying data distribution scheme is able
to evenly distribute data among the peers, so that all peers
are able to participate according to their storage capacity
and performance. An even distribution of accesses can ei-
ther be achieved by striping the data over the peers or by
using a distributed hash function that randomly distributes
data over the peers [12] [6] [10].

Communication between two peers is necessary if a peer
needs to read or write data stored on another peer. Figure
1 depicts a typical read inside a storage cluster. A client is
connected to one storage brick inside the cluster that acts
as iSCSI target for this client. This storage brick will be
called master peer for this client in the following. In a first
step, the client sends a read request to its master peer. If the
master peer does not store the corresponding data block, it
has to forward the request to a peer in step 2. The peer reads
the data block from its cache or disk subsystem and returns
the data block in step 3 to the master peer. In a last step, the
master peer sends the resulting data block to the client.

This process does not only involve the forwarding of
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control messages between the peers, but also the movement
of bulk data from the peer containing the data to the mas-
ter peer. This movement seems to be unnecessary, because
this data block could be (theoretically) sent directly from
the data source to the client. Unfortunately, this is not pos-
sible for iSCSI and other protocols, which are based on the
TCP/IP protocol. iSCSI requires for each communication to
build up a socket between an iSCSI initiator and an iSCSI
target. If the iSCSI- or TCP/IP-stack inside the client can
not be adapted to the demands of the storage cluster, it is
not possible to transparently move the target endpoint of
the socket connection without the use of an intelligent in-
termediate switch or server [15].

3.1 Analyzing the Expected Scalability

In a first step, we will analyze the expected scalability
of storage clusters. We will assume that the performance is
restricted by the interconnection network between the peers
and from the peers of the storage to the clients. This as-
sumption is valid for sequential access patterns as well as
for random access patterns on Flash RAM-based hard disks.
Furthermore, we will assume that each client is always con-
nected with exactly one peer and that the clients are evenly
distributed about the peers.

Assuming a fixed connection between a client and one
storage brick inside the storage cluster and a striped or ran-
domized data distribution scheme, the probability that an
access can not directly be served by the master peer of a
client growth linearly with the size of the storage cluster.
If the cluster contains n nodes, only 1/n-th of the requests
could be served directly from a master peer. The remaining
requests have to be forwarded from the master peer to peers
containing the correct information.

In the following we will analyze the impact of this be-
havior on the scalability of the storage cluster. The network
bandwidth that can be delivered from a single node system
to its clients will be denoted by b. In the optimal case, the
network bandwidth xn delivered from one storage brick in a
storage cluster with n nodes is equal to b and the total band-
width delivered by n peers is Btotal = n · xn = n · b. In a
real environment, we expect a behavior of type

B = f(n) · α · b (1)

as first order approximation, where f(n) is a function ex-
pressing the scalability depending on the number of nodes
n and α denotes a constant parallelization overhead (nearly)
independent of n. In the investigated case, the paralleliza-
tion overhead α is e.g. induced by a constant number of ad-
ditional communication rounds between the peers exchang-
ing requests.

Inside this extended abstract, we will consider the scala-
bility of m-out-of-n codes. These codes have the advantage

that the required redundancy to store data can become much
smaller than for pure data replication; e.g. parity RAID
with 4 data blocks and one parity block has an overhead of
only 25%, compared with an overhead of 100% for mirror-
ing with the same degree of data protection. This increase
in storage efficiency normally includes a decrease in per-
formance. The change of a sub-block requires that at least
two sub-blocks are being read and two sub-blocks are being
written to keep the parity block consistent. In the follow-
ing, we will denote (due to consistency reasons inside this
paper) the parameter n of the code as q and the parameter
m as w.

We will show that this increase in storage efficiency can
also be used to decrease network load if the environment
is able to write full stripes. In this case, the redundancy
blocks can be calculated without reading data from stor-
age and without straining network bandwidth. It is possi-
ble to calculate the usable bandwidth for writing data for
full-duplex connections as:

b = max
(

xn +
w

q
· n − 1

n
· xn,

w

q
· n − 1

n
· xn

)

⇒ xn =
q · n

(q + w) · n − w
· b (2)

where the first term of the max-function depicts incom-
ing communication and the second term outgoing commu-
nication from a storage node. Therefore, the overall band-
width scales according to

Btotal =
q · n2 · α · b

(q + w) · n − w
≈ q · n · α · b

(q + w)
(3)

If q is equal to w, the term describes full-duplex writes
without replication. If w = k ·q, the scaling becomes equiv-
alent to the scaling of a k-fold replication scheme.

4 Measurements

The aim of our measurements is to experimentally eval-
uate the influence of interconnection technologies on the
scalability of a storage cluster which is using direct attached
storage devices. The measurements have been performed
on a Linux computing cluster, so it has been possible to
scale up to a large number of storage bricks.

To outline the influence of interconnects on scalability,
we have used internal RAM disks to be able to abstract from
the influence of the used storage media. To overcome re-
sulting caching effects inside the client computers, we have
developed a virtual RAM disk that is able to consistently
store a defined part of the RAM disk address space in mem-
ory and just returns random blocks for the rest. Therefore
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it becomes possible to write a consistent boot block on an
infinitely large RAM disk.

For each test, the adaption factor α has been calculated to
minimize the average quadratic deviation from the expected
results. If a test consist of p test runs for different numbers
of nodes, xi denotes the measured bandwidth for the i-th
test run and ξi denotes the expected bandwidth for the same
test, α is chosen in a way that it minimizes

p∑
i=1

(xi − α · ξi)
2 (4)

4.1 Test Environment

To test the scalability of the storage cluster, up to 24
storage brick nodes and up to 24 clients, each equipped
with two 1 GHz Pentium 3 CPUs and 512 MB RAM, have
been used. Each of the storage brick nodes has exported
a 1 TByte virtual RAM disk via iSCSI to all other nodes
inside the storage cluster. Each server has been running
RedHat Enterprise Linux AS 4 with a 2.6.9.42 kernel. The
nodes have been connected by a 100 MBit/s Ethernet Cisco
Catalyst 5509 switch that has been equipped with six WS-
X5234-RJ45 24 node expansion modules. The backplane of
the switch contains three busses, where each bus has a max-
imum throughput of 1.2 GBit/s. The maximum measured
performance of each bus segment is 900 MBit/s that can
only be observed for optimized communication patterns.
Even if the cluster is based on elder technology, the result-
ing effects also apply to recent storage clusters.

For the scalability tests, each client has been connected
to one node of the storage cluster. The physical (RAM)
disks of the brick nodes have been grouped in one single
storage pool. For each client node we have created two vir-
tual volumes from the storage pool which have been ex-
ported to the client node via iSCSI. The data of each virtual
volume has been scattered over all physical (RAM) disks of
the storage pool. For iSCSI-target mode, we have used the
iSCSI Enterprise Target version 0.4.12 driver. For iSCSI-
initiator mode, we have used the iSCSI-initiator module that
has been deployed with RedHat AS 4 and which is based on
a Linux-iSCSI(sfnet)-driver.

IOmeter has been used as benchmarking environment. It
consists of a set of agents for Linux, called dynamos, which
are working as load generator on the client computers. The
dynamos are managed by a server program on a Microsoft
Windows PC. If not mentioned otherwise, the maximum
number of outstanding IOs for each client has been set to
16, the access size has been set to 32 KByte, and the per-
formance has been measured for 5 minutes for sequential
writes after a ramp-up time of 30 seconds.

4.2 Measurement Results

Local Performance Many parallel solutions are able to
scale performance in the number of nodes of the environ-
ment from 2 to n nodes, but have to cope with a signifi-
cant parallelization overhead. This parallelization overhead
often leads to a performance decrease for smaller environ-
ments compared to a local solution. Besides the examined
overhead of the inter-node communication, this overhead
can be induced in our case e.g. by the virtualization layer or
network protocol stack.

In this section, measurement results for the performance
of a local solution will be presented, where both client and
server are on the same computer system. Furthermore we
investigate the influence of the virtualization layer and the
iSCSI-communication between one server and one client.
In all cases, two workers are accessing two volumes.

In the first case, the dynamo agents directly access the
virtual RAM disk on the same node. The maximum perfor-
mance of the RAM disk is a sequential read throughput of
360 MByte/s for 32 KByte blocks and it can deliver up to
11,429 32 KByte random I/Os per second. The sequential
write performance drops to 136 MByte/s. Both CPUs are
under significant load. The situation changes slightly when
a virtualization environment is put between the RAM disk
and the IOMeter agent. The sequential write throughput
drops to 120 MByte/s and the IO-rate drops by the factor
3/4. The reason is based on communication with the meta-
data appliance, which imposes additional delays for all first
accesses to new regions.

In the next case, the server has been connected via iSCSI
with a client computer. To directly measure the influence
of the iSCSI communication between two computers, the
server exports two virtual disk that only access the RAM
disk. The throughput for sequential write accesses is 10.02
MByte/s for a 100 MBit/s Ethernet connection. The ran-
dom I/O write performance is 313 I/Os per second or 9.78
MByte/s is nearly as fast as the sequential throughput. The
last test measures the case when the RAM disk is exported
as two virtual volumes. The sequential write performance
drops slightly to 9,1 MByte/s, while the random I/O write
performance decreases to 195 write I/Os. The decrease is
based on the communication with the metadata server.

Scalability using RAID 1 The next test series is based
on virtual RAM disks again and investigates the behavior
of storage clusters applying data replication (additional test
results, e.g. without data replication or for real disks are
given in the full version of this paper). The RAM disks of
all storage bricks are grouped inside a single storage pool.
Each virtual disk derived from the storage pool has got a ca-
pacity of 40 GByte and two virtual volumes are combined
to one mirror volume. Each client computer is again con-
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Figure 4. Scalability of mirrored RAM disks.

nected with exactly one cluster node and imports two mirror
volumes. Therefore, 96 virtual volumes are set up for the 24
node test. Writes are send to both virtual volumes of a mir-
ror volume, reads are performed by an arbitrary of both (see
also [5]).

The measured performance for write tests only increases
according to Equation 3 by a factor 1/3. After scaling well
from two nodes to 16 nodes, the performance for 24 storage
nodes lacks behind the expected performance. This is based
on the deployed switch. The measured performance of 42
MByte/s produces additional, internal traffic of 56 MByte/s
between the three leaf boards, saturating the backplane with
an overall traffic of 790 MBit/s. The expected performance
of 52 MByte/s would already produce an overall traffic of
970 MBit/s on the backplane. Therefore, it is important to
consider the internal traffic between the peers that can be-
come much bigger than the external traffic. The factor α
has been set to 0.69 to minimize the error, neglecting the
test for 24 storage nodes2.

Scalability of RAID 5 The theoretical assumptions lead-
ing to Equation 3 promise that the network load can be sig-
nificantly reduced, compared to a k-replication of the data,
by using m-out-of-n codes. Based on a single server write
throughput of 9 MByte/s, this would theoretically lead to
a throughput of up to 100 MByte/s for a 24 nodes 4-out-
of-5 storage cluster, compared to a theoretical maximum
throughput of 73 MByte/s for a 24 nodes cluster that mirrors
data. Besides this expectations, the measured write perfor-
mance lags behind the expected performance and even be-
hind the measured performance for Mirroring.

The reason is the special handling of request inside the
iSCSI target driver inside the storage nodes. Each 32 KByte
write request is split into 4 KByte requests which are suc-
cessively handled by the underlying page cache layer and
block layer. Therefore, the first block of each stripe is han-
dled as a new stripe and requires to fetch the remaining

2The used iSCSI configuration producing the test results has not been
optimized and better results can be achieved which would lead to a higher
α-value.
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Figure 5. Scalability of RAID 5.

blocks of the stripe from the other peers to calculate the
new parity block, leading to additional 32 KByte of read re-
quests. Furthermore, 40 KByte of data have to be written
to the peers. This leads to the following calculation for the
used 4-out-of-5 code:

b = max
(

13 · n − 9
4 · n · xn,

9 · n − 9
4 · n xn

)

⇒ xn =
4 · n

13 · n − 9
· b (5)

and therefore the environment scales according to

Btotal =
4 · n2 · α · b
13 · n − 9

≈ 4 · n · α · b
13

(6)

Using an adaption constant α of 0.56 leads to a nearly
perfect approximation of the measured behavior. Again, the
24 node test requires too much communication to be able to
scale according to the predicted results.

5 Conclusions

Storage clusters start to become an interesting alternative
to standard storage architectures. Today, already a number
of storage vendors is offering different storage cluster al-
ternatives, starting from block based storage clusters up to
scalable file servers. In this paper, we have shown that the
hardware costs for a storage clusters are below or compa-
rable to dedicated entry-level storage architectures and still
an order below high-end storage systems.

As shown inside this paper, the interconnects can eas-
ily become the limiting performance factor for sequential
accesses, especially if data has to be replicated. Neverthe-
less, storage clusters are really able to scale performance in
the number of nodes. This performance increase is not only
based on a larger number of spindles, but also on more com-
munication interfaces and larger, aggregated caches. Sum-
marized, storage clusters are able to scale performance and
capacity while delivering a high degree of reliability and are
able to overcome limitations imposed by centralized storage
architectures.
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