I-NAME (In-Network Autonomic Management Environment) Resource Management
Scope

Traditional network management tasks are solved outside the network, based on protocol interaction between central entities and managed devices. I-NAME (In-Network Autonomic Management Environment) proposes an in-network resource management solution contrasting the traditional centralized network management paradigm. 
In-network resource management tasks are distributed into the network, making the network more intelligent by embedding management intelligence in network entities/nodes. In this way, the resource management task is transferred from the management entities outside the network in an autonomic and self-organizing management environment located inside the managed system.
The scope of I-NAME (In-Network Autonomic Management Environment) is to design an in-network resource management solution that enables the network nodes to automatically detect dynamic network configuration changing and to react accordingly to the application/service requests. 
In other words, I-NAME resource management environment is defined on the interface between the network nodes and the application, offering personalized access (from the user/application point of view) and optimized services (from the network/operator perspective). Hence, the main objective of I-NAME is to add predictions in the network by monitoring and collecting information about requested and available resources in the network.
Introduction

Multi-administrative domains are composed by a multitude of access and core networks, each with its own capabilities, devices, and users. Distributed resource management that place resource management functions into the network nodes and multimedia traffic delivery with QoS guarantees over multi-domain networks are the major challenges of actual research in Future Internet (FI).
In this context we propose I-NAME, a reacting environment that adds predictions in the network by monitoring and collecting in-network information based on a set of resource management messages exchange between network entities/nodes. Trends towards automatic in-network management (INM) have lead to the definition of these management messages as QoS profiles.
It is up to the application to request for resources in the network, but it is up to the network to know its behavior. To intermediate the relation between the application requests and network capabilities, I-NAME QoS profiles are used to control service provisioning (user perspective) and automate network resource configuration (network point of view). 
Considering all the above assumptions, the role of I-NAME is to enable the INM behavior by managing and adapting user requests for resources to the network capabilities through the QoS profiles.

I-NAME QoS Profiles
I-NAME is design as an end-to-end in-network solution for managing resources, overcoming and accommodating different types of networks (different access and core/transport technologies) and applications (different types of application requests for resources). 

I-NAME defines profiles as aggregate QoS parameter sets requested, supported, negotiated, and adopted in the message flow between the INM architecture elements.
I-NAME QoS profiles message exchange is initiated in the source node and adjusted on the path to the destination node offering personalized access (from the user/application point of view) and optimized services (from the network/operator perspective). Considering this, the profile will determine the path cost to the destination. I-NAME QoS profile includes the following QoS parameters: throughput, delay, and jitter. The role of the QoS profile exchange between network architectural elements is to adapt: the QoS parameter set requested in the source node, with the network capabilities and user possibilities the use the network resources.

I-NAME is more than a signaling mechanism (it reacts to the environment context offering alternatives and solutions for a given session) and it is more than a routing mechanism (it detects the best path to the destination based on user requests for resources).
