1.1.1 INM Environment for Resource Management and Resource Reservation

Delivering multimedia traffic with QoS guarantees over multi-domains is a major challenge nowadays. The domains can be composed by more than one access network, each with its capabilities, devices and users. In this context, we defined I-NAME as an environment performing in-network management and resource reservation tasks between network domains. Working with profiles (aggregated parameter sets), this is flexible to the network conditions and users requests. It was designed as an end-to-end solution for managing resources, overcoming and accommodating different types of users (in terms of network technologies – access and transport). Hence, it is not a signalling mechanism because it reacts to the environment context, assisting the functional components (such as ForMuX, Vnet) to offer alternatives for a given session. I-NAME is not a routing mechanism, but it assists the control plane in order to detect the best path to the destination. This is done based on the information objects collected and delivered to each strategic node through exchanged profiles. I-NAME was designed based on the clean slate node architecture, acting within INM Application level only, but relying on functional components like QoS and/or Routing Modules present in any node (at both INM kernel and INM Application levels). 
I-NAME (In-Network Autonomic Management Environment)

The scope of I-NAME is to exchange dedicated management information between nodes through GPs specially established for inter-management. It will not actually reserve the resources, but will deliver/collect the information objects to/from any node. According to 3.7.2 it is supposed that mandatory QoS and routing modules are present in any node. However, only the strategic nodes (usually located in mediation points) will be able to perform more complex operation such as assisting ForMux to do operational resource reservation and management within GPs. I-NAME implementation requires a set of messages exchanged between entities placed in INM Application and INM Kernel space. These messages could be called profiles if they are applied in QoS, but as I-NAME is a general environment, its applications are not limited to the example given hereafter. It is up to network designers to involve it in negotiations, neighbour discovery, anomaly detection, event handling etc. by simply changing the profiles with proper messages to be exchanged through dedicated management GPs.

I-NAME Application Example: Resource Reservation and Resource Management 

I-NAME defines profiles as aggregate QoS parameter sets (throughput, delay, jitter, packet loss, etc.) and gives personalized access (from the user point of view) and optimized services (from the network/ operator perspective). I-NAME defines profiles, as the QoS parameter sets requested, supported, negotiated, and adopted in the message flow between the INM FCs. Considering this, I-NAME defines four types of profiles needed to determine the path cost: (1) Requested profile: includes application request for resources, generated by the SN (Source Node). (2) Accepted profile: expresses the destination’s availability for resources announced in the requested profile and it is generated by the DN (Destination Node). (3) Negotiated profile: expresses the destination’s possibilities for resources announced in the requested profile and it is generated by the DN. (4) Adopted profile: contains the source’s availability for resources announced in the negotiated profile and it is generated by the SN. I-NAME message flow is based on the interaction and decision according to the information included in the profiles. The profiles should carry the network’s capabilities from node to node in the path to the destination, but only the SN and DN could choose between different profiles in order to have a common view of the application requirements. To demonstrate the I-NAME concept we have used the QualNet Developer 4.0 Simulator. The implementation is based on two applications running simultaneously in each node: a client (I-NAME Client Application) and a server (I-NAME Server Application). On the GP from the source to the destination the messages are passing through strategic nodes which recognize and further process the I-NAME message flow. 
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Figure 5‑4: I-NAME Requested Profile message flow
To add a request, I-NAME Client Application sends a Query Message to the Server Application that includes the Requested Profile. The Server Application listens to a well known port and it stores a database including all the requests received. On the GP from the source to the destination, the network stamps in the Requested Profile its own capabilities. The message is define as Query message with network profile, which is the same as the initial Query message, plus the network’s additional influence. This means additional delay and jitter by each network segment or bandwidth limitations introduced on that path. We call the path specific characteristics as the Path Profile. This could be modified by each network node, accordingly to the segment parameters passed by the Query Message through the path. Because of multiple paths, each time a new request reaches an intermediate node / strategic node, the Kernel forwards the best Path Profile to the next network node. When the Requested Profile reaches the destination node (containing the Client Application requests and network’s capabilities mapped into the Path Profile), the I-NAME Server Application answers with a specific message. This message is generated in collaboration with the destination node, indicating its availability to support the Requested Profile. If the destination node answers by an Accepted Profile, it expresses the destination’s availability for resources announced in the Requested Profile. Destination node sends a message indicating the acceptance for requested parameters. 
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Figure 5‑5: I-NAME Accepted Profile message flow
If the destination node answers by an I-NAME Negotiated Profile, it expresses the destination’s possibilities for resources announced in the I-NAME Requested Profile. Destination node sends a message indicating the available possibilities for requested parameters.
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Figure 5‑6: I-NAME Negotiated Profile message flow
The answer sent back to the source node records the best path to the destination. Thus I-NAME assists low level routing (based on low level QoS parameter measurements and monitoring), managing in a distributed manner the network resources.
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Figure 5‑7: I-NAME Adopted Profile message flow

I-NAME Adopted Profile expresses the source’s availability for resources announced in the I-NAME negotiated/accepted profile and is generated by the source node.
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