I-NAME Simulation Tests Scenario Description
A specific network topology when using QualNet Developer is referred to as a scenario. A scenario allows the user to specify all the network components and conditions under which the network will operate. 
In order to demonstrate I-NAME capabilities on managing in-network resources, we model multi-domain network architecture scenario. This includes channel propagation effects, antenna characteristics, operating channels selection, path loss, fading and shadowing models, wired and wireless subnets, network elements configuration, protocol stack selection including a variety of standard, and applications running on the network. 

Managing network resources in a distributed manner, each network parameter has an important impact on network performances. Next paragraphs include all the above global parameter configuration settings and the particular parameter description.
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Figure 1. I-NAME simulation tests scenario

I-NAME simulation tests scenario integrates wireless and wireline technologies. The multi-domain scenario includes two wireless access segments (IEEE 802.11 and IEEE 802.16) connected through a wireline core network segment (Ethernet).

In the wireless subnets we integrate different radio models implementing local area network characteristics like IEEE 802.11 a/b/g, and metropolitan area network characteristics like IEEE 802.16. All this technologies operates on specific radios. 
We use the following notation in Figure 1: SN – Source Node, DN – Destination Node, GP – General Path, GN – General Node, AP – Access Point, BS – Base Station. Each network component is identified by an [element ID] marked between square brackets. 
1. Global parameter configuration settings

This section describes the parameters for setting up radio channels, radio models, frequencies according to the radio technology used, antenna parameters, path loss, shadowing model, receiver sensitivity and propagation shadowing in the wireless scenario. The parameters for configuring channels and their properties are described in Table 1.
	Radio Model
	Frequency

[GHz]
	Receiver Sensitivity [dBm]
	Radio

Propagation Model
	Propagation Shadowing Model
	Propagation Shadowing Mean

	802.11a
	5
	-111
	Two-Ray
	Constant
	4.0

	802.11b
	2.4
	-111
	Two-Ray
	Constant
	4.0

	802.11g
	2.4
	-111
	Two-Ray
	Constant
	4.0

	802.16
	2.5
	-111
	Two-Ray
	Constant
	4.0

	802.16
	2.5
	-111
	Two-Ray
	Constant
	4.0

	802.16
	2.5
	-111
	Two-Ray
	Constant
	4.0


Table 1. Radio channel properties
The physical wireless layer needs to be defined by specifying the radio model. Radio model integrates standard specification for each model selected and characterizes the transmitter/receiver behavior at an interface. For each specific radio model there is defined a supported reception model at the receiver.
Receiver sensitivity defined by the Two-Ray propagation model indicates the propagation limit, the threshold for delivering signals to nodes. The constant shadowing model uses a constant shadowing offset indicated by the propagation shadowing mean. The co-channel interference and co-location aspects are solved by using a channel mask associated to the channel description.
For wireless networks, on the physical layer we need also to define and configure antenna model and associated antenna losses. Antenna model represents the characteristics of radio antennas. The major characteristics of an antenna are the gains it provides during transmission and receiving, and the efficiency or loss due to various mechanical and electronic factors. 
We used omni-directional antennas that provide the same antenna gain irrespective of the signal direction. Specific antenna gains are provided for each transmitting node in the next section. Antenna parameters description is presented in Table 2.
	Antenna Characteristic
	Value

	Antenna Radiation Pattern
	Omni-directional

	Antenna Height
	1.5 m

	Antenna Mismatch Losses 
	0.3 dB

	Efficiency
	0.8

	Cable Losses
	0 dB

	Antenna Connection Losses
	0.2 dB


Table 2. Antenna parameter description
2. Specific parameter configuration settings
I-NAME in-network management performances are tested in complex network scenario context. We run a time-critical application form the source node to the destination node, through the core network. 
The source node is located in the IEEE 802.11 network segment, while the destination node is located in the IEEE 802.16 access segment. Both source and destination node have the possibility to be attached to one of multiple existing access network technologies inside each given network segment. Next we give specific configuration settings for each segment of the multi-domain network environment.

	IEEE 802.11 Access Network Segment

	Access Network

Technology
	Source Node

[node ID]
	Access 

Point

[node ID]
	Channel Throughput

[Mbps]
	Transmission

Radio Range 

[m]
	Beacon

Interval

[sec]

	802.11b
	1
	2
	11
	150
	200

	802.11g
	1
	3
	24
	50
	200

	802.11a
	1
	4
	18
	150
	200


Table 3. Source node [node ID] = 1 attached to IEEE 802.11 network segment through different access interfaces
Under the IEEE 802.11 network segment, we define three particular access radio technologies/models: IEEE 802.11a, IEEE 802.11b, and IEEE 802.11g. 

IEEE 802.11a radio model operates in the 5 GHz frequency band, using Orthogonal Frequency Division Multiplexing (OFDM) and supports the following data rates (in Mbps): 6, 9, 12, 18, 24, 36, 48, and 54. 

IEEE 802.11b radio model operates in the 2.4 GHz frequency band uses Direct Sequence Spread Spectrum (DSSS) and supports the following data rates (in Mbps): 1, 2, 5.5, and 11. 
IEEE 802.11g radio model operates in 2.4 GHz and is backward compatible with IEEE 802.11b radio model and reaches the following data rates (in Mbps) 1, 2, 5.5, 6, 9, 11, 12, 18, 24, 36, 48, and 54. Physical layer parameters for each specific IEEE 802.11 access network technology are included in Table 4. 

	Access Network

Technology
	Frequency

[GHz]
	Antenna Gain [dB]
	Transmission

Power

[dBm]

	802.11b
	2.4
	5
	15

	802.11g
	2.4
	0
	18

	802.11a
	5
	8
	19


Table 4. Specific physical layer setting for IEEE 802.11 access interfaces
Destination node is located on the IEEE 802.16 access segment. The simulator implements OFDMA, similar to OFDM but using multiple subcarriers to transmit data. While OFDM uses all available subcarriers in each transmission, different subcarriers could be arranged to different subscribers in downlink and each transmission could use a subset of the available subcarriers in uplink in OFDMA. 
Radio model IEEE 802.16 supports variable channel bandwidth, different FFT sizes, multiple cyclic prefix time, and different modulation schemes such as QPSK, 16QAM and 64QAM with convolutional encoding at variety encoding rates. 
The data rates of the OFDMA are functions of several parameters such as channel bandwidths, FFT size, sampling factor, cyclic prefix time, modulation scheme, encoding scheme and encoding rate. Specific values of IEEE 802.16 access network model are presented on Table 5.

	IEEE 802.16 Access Network Segment

	Access Network

Technology
	Destination

Node

[node ID]
	Base

Station

[node ID]
	Transmission

Radio Range 

[m]
	Channel Throughput

[Mbps]
	Downlink Channel 

[Mbps]
	FFT 

Size
	Number of Subcarriers
	Channel Bandwidth

[MHz]

	802.16
	15
	12
	330
	28.56
	14.28
	2048
	1440
	20

	802.16
	15
	13
	150
	21.17
	10.58
	2048
	1440
	14

	802.16
	15
	14
	200
	15.12
	7.56
	1024
	720
	10


Table 5. Destination node [node ID] = 15 attached to IEEE 802.16 network segment through different access interfaces

Based on the settings presented on Table 6, we could model a variable bust profile and different access network capabilities based on simulator physical layer implementations. 

	Access Network

Technology
	Frequency

[GHz]
	Antenna Gain [dB]
	Transmission

Power

[dBm]

	802.16
	2.5
	10
	15

	802.16
	2.5
	5
	15

	802.16
	2.5
	5
	15


Table 6. Specific physical layer setting for IEEE 802.16 access interfaces
3. Link and application settings

I-NAME performance on managing network resources was tested in terms of average and-to-end delay, compared with network ability to manage best effort and QoS classified traffic. 
IEEE 802.11 and IEEE 801.16 access networks are QoS enabled segments. Table 7 presents access network segments, link characteristics and associated nodes.

	Access networks and associated nodes

	Network Segment
	QoS Enabled
Layer 2
	Sub-network

Segment
	Channel Throughput

[Mbps]
	Associated Nodes

[node ID]
	Access Point

[node ID]
	Access Technique

	IEEE 802.11 Access Network
Segments
	AC[0], AC[1],
AC[2], AC[3].
	802.11b
	11
	16, 17, 18
	2
	CSMA/CA

	
	
	802.11g
	24
	19, 20, 21
	3
	

	
	
	802.11a
	18
	22, 23, 24
	4
	

	IEEE 802.16

Access Networks
	UGS, ertPS, rtPS, nrtPS.
	802.16
	28.56
	25, 26, 27
	12
	TDD

	
	
	802.16
	21.17
	28, 29, 30
	13
	

	
	
	802.16
	15.12
	31, 32, 33
	14
	


Table 7. Access network segments, link characteristics and associated nodes
In order increase inter-domain network complexity and traffic conditions between source and destination nodes, there are supplemental nodes attached in each access network segment, as presented in Table 7. 

Being a collection of technologies, core network segment is described by generic nodes (GNs) and generic paths (GPs). These generic paths could wired or wireless point-to-point links. Specific to these generic paths are the channel throughput capacity and associated delays between interconnected nodes. All parameters characterizing the set of settings allocated to each generic path is presented in Table 8.
	Core network segments settings

	Network Segment
	Sub-Network Segment
	Generic Path

[path ID]
	Propagation Delay
	Channel Throughput
	Access Technique

	Ethernet
	wired
	1
	2 µs
	10 Gbps
	CSAM/CD

	
	wired
	2
	2 µs
	10 Gbps
	CSAM/CD

	
	wired
	3
	2 µs
	10 Gbps
	CSAM/CD

	Generic MAC
	wireless
	4
	1 ms
	100 Mbps
	Abstract MAC

	
	wireless
	5
	100 µs
	 10 Gbps
	Abstract MAC

	
	wireless
	6
	2.5 ms
	10 Mbps
	Abstract MAC

	
	wireless
	7
	1 ms
	100 Mbps
	Abstract MAC

	
	wireless
	8
	250 µs
	100 Mbps
	Abstract MAC

	
	wireless
	9
	500 µs
	1 Gbps
	Abstract MAC

	
	wireless
	10
	500 µs
	100 Mbps
	Abstract MAC

	
	wireless
	11
	250 µs
	100 Mbps
	Abstract MAC

	
	wireless
	12
	500 µs
	1 Gbps
	Abstract MAC

	
	wireless
	13
	2 ms
	10 Mbps
	Abstract MAC

	
	wireless
	14
	1 ms
	1 Gbps
	Abstract MAC

	Ethernet
	wired
	15
	1.5 µs
	1 Gbps
	CSAM/CD

	
	wired
	16
	1.5 µs
	1 Gbps
	CSAM/CD

	
	wired
	17
	1.5 µs
	1 Gbps
	CSAM/CD


Table 8. Generic path settings for the core network segments
Ethernet model selected for a given network segments specifies that it implements IEEE 802.3 MAC specification. Generic MAC models an abstract wireless MAC protocol.
Applications associated to the supplemental nodes introduce bi-directional background traffic between the nodes located on different access network segments. General configuration settings for these applications are presented in Table 9. Each source node has exists a unique corresponding destination node.
	Background traffic

	Application Type
	Source Node 
[node ID]
	Destination Node [node ID]
	Packet Size

[bytes]
	Packets Interval

[s]
	Application Throughput

[kbps]
	Simulation Time 

[s]

	CBR
	16, 25; 19, 28; 22, 31;
	25, 16; 28, 19; 31, 22;
	900
	0.02
	360
	120

	CBR
	17, 26; 20, 29; 23, 32;
	26, 17; 29, 20; 32, 23;
	900
	0.0256
	281
	120

	CBR
	18, 27; 21, 30; 24, 33;
	27,18; 30, 21; 33, 24;
	900
	0.032
	225
	120


Table 9. Application settings for background traffic
4. I-NAME configuration settings

5. I-NAME performance evaluation
Performance evaluation shows up I-NAME capabilities on network resource management. The evaluation scenarios highlights the benefits brought by I-NAME in terms of distributed resources management compared with no traffic guarantee (best effort) and QoS traffic guarantee cases.

Numerical analysis
Result analysis
As we previously mention, we evaluate I-NAME performances in terms of ability to manage the resources in hybrid wireless-wired scenario. There are two categories of wireless access networks (WiFi and WiMAX) and wired core network (Ethernet). 
We start a time critical application from the source node (SN) located in the WLAN access network (WiFi), run it through the core network. The results indicate the best average end-to-end delay path and best link capacity path to the destination node (DN) located in the WMAN access network (WiMAX).
As the I-NAME scope was to prove its performances on network resource management (INM), we differentiate and allocate different priorities for the managed QoS parameters. Hence, the I-NAME implementation offers the ability to set, for a given application, different QoS parameters weights (priorities). The QoS parameters that we can manage inside the network are: (1) throughput, (2) delay and (3) jitter. 
Being a quantitative measurement, the evaluation simulated scenarios illustrates I-NAME abilities on resource management by detecting the best path to the destination in terms of (1) best average end-to-end delay path and (2) best link capacity path. 

Modeling a time-critical application (CBR, Constant Bit Rate), we consider delay the QoS parameter having the higher priority (weight) for the tested scenario. In this case, I-NAME should indicate the best average end-to-end delay path in the network.

Because our intention is to evaluate I-NAME performances in terms of both application request and network availability, we allocate different values for the parameters describing application. These parameters are presented in Table 10. Network description was previously presented from Table 1 to Table 8.

	Tested Application Settings

	Application Type
	CBR

	Source Node [node ID]
	1

	Destination Node [node ID]
	15

	Simulation Time [seconds]
	100

	Scenario 1

	Source Throughput [kbps]
	100
	500
	1000
	2000
	3500
	5500
	7000
	9000
	11000
	15000

	Packet Size [bytes]
	200 to 1600

	Scenario 2
	

	Interval Between Packets [seconds]
	0.01
	0.005
	0.0025
	0.0016
	0.00125
	0.001
	0.0005
	0.00033
	0.00025
	0.0002

	Number of Packets Send 
	100
	200
	400
	625
	800
	1000
	2000
	3030
	4000
	5000


Table 10. Application settings in the source node
Through the application setting, we can model different behavior of the source node by (1) adjusting packet size or (2) varying interval between packets sent.
The application launched form the source node scan the following values: (1) packet size, modeling the packet size (values between 200 and 1600 [bytes]) and (2) interval between packets sent (values between 0.0002 [sec] and 0.01 [sec]), modeling the number of packets/sec send by the source. 
In the first scenario, setting up different values for the interval between sent packets, we perform the following set of analyses:

1. The effect of different number of emitted packets per second over the average end-to-end delay for a constant packet size.
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Figure 1. Average end-to-end delay variation for a constant packet size and different number of emitted packets per second

2. The effect of different packet size over the average end-to-end delay for a constant number of emitted packets per second.
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Figure 2. Average end-to-end delay variation for a constant number of emitted packets per second and different packet size
In the second scenario, setting up different values for the packet size, we perform the following set of analyses:
1. The effect of different packet size over the average end-to-end delay for a constant source throughput.
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Figure 3. Average end-to-end delay variation for a constant throughput and different packet sizes
2. The effect of different source throughputs over the average end-to-end delay for a constant packet size.
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Figure 4. Average end-to-end delay variation for a constant packet size and different throughputs






