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Abstract

Wireless ATM networks will bridge the gap between
mobility and broadband networking. The major challenge
to this end consists of guaranteeing adequate end-to-end
Quality of Service (QoS) in spite of the unreliable radio
channel. /n response to this we propose an integrated
end-to-end QoS management architecture built around
scalable error tolerant codecs, network filters and error
modules to compensate for transmission errors and local
QoS degradation. A broker concept combines local and
distributed resource management and negotiation of QoS
at different levels. By introducing QoS intervals both at
application and transport level we cope with short term
channel fluctuations on a wireless link User definable
degradation paths determine the behavior of the system in
case the network QoS changes for a longer period of time.
Mapping functions are provided to transform a QoS de-
scription from the user perspective to QoS parameters
and negotiation at the network level. /ncorporating media
filters into the overall broker architecture allows different
media codecs to be used between the source and the sinks
depending on the channel conditions and link utilization
while obeying user defined end-to-end QoS strategies. We
draft several protocols for the sender and receiver driven
multicast scenario and show, how automatic filter propa-
gation can be achieved under given end-to-end QoS con-
straints.

/. Introduction

Distributed multimedia applications like video con-
ferencing tend to absorb all available communication and
computing resources. /mprovements in hardware technol-
ogy are therefore more than welcome. On the network side
broadband communication channels will carry multiple
media streams of appropriate QoS to individual worksta-
tions and set-top boxes. /mmediate information access
anytime, anywhere will be a key issue in future business
and home environments.

Current wireless access networks support low speed
and high latency services such as e-mail and give the user
the freedom to communicate while he is moving from one
location to another. However, to provide a sound basis for
broadband applications on mobile broadband networks
remains a major challenge due to the inherently unreliable
radio connection with varying bit error rates and unpre-
dictable delay characteristics. The concatenation of wire-
less and fixed networks must provide a pre-negotiated
QoS to end users or applications. /n the fixed network part
Asynchronous Transfer Mode (ATM) networks can guar-

antee some level of QoS. /n the future, wireless ATM
networks will offer a unigue combination of broadband
networking and mobility and extend the QoS concept onto
the wireless link

A second major challenge is to provide adequate QoS
abstractions to applications and end-users. QoS aware
networks are highly sophisticated but QoS description at
network level is cryptic and it is necessary to hide this
complexity from the user. Mapping and negotiation func-
tions are needed between different levels of QoS. This
layered approach will lead to a consistent system configu-
ration and to a valid set of network level QoS parameters
for setting up connections. At the top level different users
may have different preferences and understanding of QoS
values. Therefore negotiation, mapping and resource allo-
cation must occur between the different partners of a
video conference. To cope with large and frequent fluc-
tuations of channel conditions for mobile terminals (MT),
a flexible end-to-end QoS management is needed based on
soft guarantees. Hard guarantees will more often drop
connections because of a single service contract violation
at network level, when a mobile user moves into regions
with bad radio conditions.

Although wireless ATM networks provide high band-
width on demand video compression is still required for
reducing the amount of data transmitted. /n principle,
ATM networks can guarantee certain QoS parameters by
reservation of switching resources but cell loss ratio at
peak packet rate is rarely guaranteed. /t is left to higher
layer protocols to retransmit lost data. Due to upper
bounds for delay retransmission is impractical for real-
time applications and packets are simply lost Unfortu-
nately, most video compression algorithms employ vari-
able length coding and experience severe problems when
the compressed data is corrupted. Error concealment tech-
niques [/ /] may hide the introduced artifacts or error tol-
erant video compression methods like layered coding can
be used //2], which only depend on the correctness of the
base layer. So called enhancement layers add detail to the
overall content. With network filters /22] it is possible to
tailor media streams to the capabilities of the channel for
serving heterogeneous receiver groups. Applying a filter-
ing strategy to video communication different partners
may be served simultaneously with a different visual
quality without the need for the sender to compress the
video frames to more than one representation. State-of-
the-art approaches for providing QoS either ignore media
filters and rely on a pure client-server approach [/5/ or
use filters but do not consider them in an end-to-end QoS
framework [5/. We suggest to incorporate network filters
into the resource allocation strategy and into the QoS ne-
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gotiation phase because they may consume significant
processing power and contribute to the overall delay. Dy-
namic reallocation of filter resources and dynamic adapta-
tion of filtering strategies may be required when MTs
move from one access point (AP) to another.

We have now introduced the problem of providing ne-
gotiated end-to-end QoS on wired and wireless broadband
networks. Section 2 will discuss related work in wireless
broadband networking, QoS provisioning mechanisms,
end-to-end QoS guarantees and QoS mapping. Section 3
analyses challenges for wireless multimedia networking.
Our overall architecture, the different QoS levels sup-
ported, an extended QoS broker model, different QoS ne-
gotiation and mapping protocols, QoS adaptation mecha-
nisms for mobile terminals and the role of filters and fil-
ter-dealers are presented in section 4. Finally, section 5
draws conclusions and discusses further work

2. Related Work

Research in the area of wireless broadband networks
has led to a number of evolving demonstrator systems like
the WAND system //4], MED/AN /2] or SWAN /2] QoS
aspects are discussed only at the wireless //7] and wired
network layer and below without taking advantage of pos-
sible interactions between applications and network Some
aspects of co-ordination between lower layers and video
coding methods are discussed in /7] and [9].

QoS issues in wired networks have been extensively
studied. Sender based as well as receiver based ap-
proaches for delivering QoS guarantees for multimedia
systems are available and both rely on an end-to-end ap-
proach. QoS can only be assured when resource reserva-
tion mechanisms are incorporated into the architecture.
Krishnamurthy and Little //0/ try to guarantee uncondi-
tional resource availability for fived networks. But it ap-
pears that when the network is not able to provide hard
guarantees only a combined view on application, middle-
ware and network can provide the best QoS trade-offs.
Mobile and wireless networks may suffer from temporary
channel fading and high bit error rate which makes it very
hard to predict the behavior of the wireless transmission
channel over a prolonged period. Therefore, resource res-
ervation in the wireless part can never guarantee uncondi-
tional and hard availability of negotiated QoS. A close
interaction between application and network is proposed
by several researchers, where video coding algorithms re-
act upon feedback from the network to adapt their behav-
ior. Yeadon et al. [22] takes care of heterogeneous receiv-
ers by separating to a certain extent applications and the
network and by introducing network filters for hierarchi-
cally encoded video streams.

Several protocols have been designed to support re-
source reservation between end systems. Typically, trans-
port layer parameters are reserved ignoring media or ap-
plication specific parameters. Common to most ap-
proaches is the assumption, that no processing of the
transport data is allowed within the network Beyond tra-
ditional multicast applications RSVP /23] supports many
sources and many sinks. Pasquale et al. [/8] proposed a
dissemination-oriented approach for multimedia multicast
channels based on single source application. Both, the
RSVP and Pasquales approach consider stream filters to
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be specified by the end-stations at network level. How-
ever, no QoS management at the filters is incorporated.

Several approaches have been developed for mapping
between different levels of QoS parameters. /n [/0/ sub-
sequent negotiation and resource reservation within the
network is performed, whereas Besse et al. [// make use
of a management information base for mapping applica-
tion specific QoS to transport level QoS. On the other
hand, Schill /20] developed a QoS manager tool which
returns a transport level QoS structure based on a given
kind of media encoding method and a desired QoS class.
Vogt [2]] presented a QoS management scheme that maps
variable bit-rate streams to a simple and periodic traffic
model leading to an estimation of delay bounds. However,
all approaches for QoS mapping only cover client/server
architectures and fail for symmetric multicast scenarios.

A novel approach based on intelligent agents was de-
veloped by Nahrstedt and Smith /75] where a QoS Broker
negotiates end-to-end QoS at application level between
client and server. Resource reservation at the end-systems
and intermediate communication links is combined with a
selection of media specific QoS between application com-
ponents. A few ideas for mapping between different QoS
levels are described. Filter operations are not allowed for
end-to-end QoS management, which limits the usability
for multicast scenarios and heterogeneous receivers. On
the other hand, the WaveVideo approach /5] provides a
set of mapping and adaptation mechanisms for integrated
wired and wireless networks based on a scalable video
compression algorithm. However, no resource admission
tests are made and the architecture only covers receiver
based media scaling. While this architecture is very
promising, the protocols for setting up the filters are not
flexible and do not cover sender based architectures. No
end-to-end QoS negotiation is used, so no end-to-end
guarantees can be provided. Furthermore, this architecture
is tailored to the WaveVideo coding method and QoS
management at the network filters is ignored.

3. Wireless Multimedia Networking

Distributed multimedia applications impose stringent
requirements both on resources within end-stations and
within the network Typical wireless networks provide
only best effort transmission capabilities, which is not
enough for QoS aware multimedia applications because
real-time media streams have to be captured, coded,
transmitted over the network, decoded and presented to a
user within given time and quality constraints. A wireless
access sub-network should directly support these real-time
multimedia requirements and still be compatible with ex-
isting transport infrastructures. Wireless ATM networks
try to guarantee QoS at the network level on a per con-
nection basis /n the Magic WAND project [/4] a so called
wireless data link control layer (WDLC) undemeath the
ATM layer hides the radio link behavior to some extent to
the ATM layer to provide a low cell loss ratio. Neverthe-
less, the trade-off between delay and loss persists and the
WDLC offers several options (like forward error correc-
tion or ARQ-schemes) to adapt to the requested traffic
class and connection priority. Nevertheless it is possible to
specify an upper bound on the end-to-end delay of a con-
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nection at the expense of possible high cell loss ratio
([13)).

Distributed multimedia applications are likely to run on
heterogeneous end-systems and networks with widely
varying resource allocation and control capabilities. Wire-
less access will lead to mobile networks with fluctuating
QoS characteristics due to varying channel conditions and
MTs moving around. However, multimedia applications
typically negotiate resource allocation with the network
and should adapt to changing network conditions using
suitable adaptive media compression methods and multi-
media filters for tailoring the compressed streams. Our
goal is to provide a framework for end-to-end QoS aware
transmission of media streams for heterogeneous networks
(wireless as well as wired access) and end stations. Our
motivation for extending the QoS broker concept to net-
work filters is based on the observation, that end-to-end
delay bounds are likely to exist for real-time video
conferencing scenarios and if network filters are used for
intermediate media processing these possibly expensive
operations should also be included into the end-to-end
QoS negotiation.

4. QoS Management Architecture

Multimedia applications offer many directions of free-
dom to adapt to different QoS levels. Delay-bounded
transmission is required for precise timing and synchroni-
zation between different media streams, but when resource
conditions vary, video applications might lower the trans-
mitted frame size, rate or color resolution to save network
resources. This adaptation should be dynamic to allow us-
ers to specify their cost constraints or preferences in case
the original high level QoS settings can no longer be
maintained due to deteriorated channel conditions. QoS
management is necessary in the end-systems and in the
network for maintaining user defined QoS levels over an
entire session. /ncorporating this management into appli-
cations is only an intermediate solution and a more ge-
neric framework is needed to deal with filters and active
networks of the future. Our architecture incorporates
wireless as well as wired networks and comprises a num-
ber of functional entities for end-to-end QoS management.
A high level description is given in the next section.

4.1  Overall Architecture

Our architecture is based on QoS brokers, network fil-
ters, error control modules, source coders and decoders
and QoS negotiation protocols. We envisage a combina-
tion of wired and wireless sub-networks with resource res-
ervation capabilities to provide soft low-level network
QoS guarantees. /nterworking with local area networks
without QoS guarantees is based on best effort principle
utilizing network filters within routers or end-stations.

The WaveVideo [4], [5] codec is well suited for flexi-
ble and adaptive video compression. /ntelligent segmenta-
tion of the coded video information into network frames is
used and any intermediate node or network filter may drop
a set of the tagged frames in order to select the desired
quality. This is especially important for a multipoint sce-
nario, where WaveVideo allows to compress the video
data to the highest quality resulting in a high bitrate
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stream. Each partner or intermediate filter can then extract
the required guality. Our QoS framework is built around
network filters and the concept of brokers and also allows
the use of other coding schemes.

Figure 1: High level system view.

End-systems (fired and mobile terminals) include a set
of media coding and decoding methods and different QoS
controlling entities. APs may house filters and error con-
trol modules to receive feedback on channel conditions.
Enor control modules may add robustness to the vital
video information!, because each AP knows about the ca-
pacity and channel quality. Filter operation on video
streams may range from very fast pure transport level
processing (if, e.g. whole video-frames are dropped, a fil-
ter for WaveVideo would read the network frame header,
analyze the content and decide to drop or forward the
frame) to slow and complex application level processing
(e.g. transcoding MPEG to WaveVideo for error toler-
ance). Typically, filters scale the video streams to differ-
ent requirements (e.g. bandwidth) and serve several MTs
when used inside APs with different guality constraints
and channel conditions. Fast and simple filters inside
switching nodes serve different branches with different
quality levels. All filters register with a filter-manager
authority to be contacted by a filter-dealer, whenever me-
dia scaling is necessary.

Different mobile receivers (Figure /) may have differ-
ent guality requirements. Based on high-level QoS pa-
rameters, a mapping to a set of resource requirements is
necessary for reserving resources in the local system (for
media processing), intermediate (network filters) or re-
mote systems and within the network for QoS aware end-
to-end communication. Consider the video coder C, which
generates a high guality video stream. Other terminals at-
tached to the same switch may receive the same (multicast
capabilities can be exploited, if the network supports this)
or lower quality. For all lower quality streams which are
directly attached to the switch filters within end-stations or
at the sender are used to select the desired quality. For
terminals not directly attached to the switch, filters (735,

1 For WaveVideo, each network packet contains a high-level description of
its content using dedicated tags. An error control module has to look for packets
containing vital information for the base layer and add error protection using e.g.
forward error correction or distributing the base layer information among several
packets. The broker architecture should be extended to the error control modules,
too, because the processing needs additional resources and adds delay. However,
this is beyond the scope of this paper.
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F4, F3) at the outgoing links can be used to scale the me-
dia stream to be suitable for the guality levels of all subse-
quent receivers. Filters at APs (F1, F2) serve all MTs cur-
rently registered at the corresponding AP. At the receiving
MTs, filters can be used to scale down the video stream to
adapt to available processing power Filters placed at
routers (F6) may serve as proxies for the connected LAN.
At each host we place several QoS management entities
using a broker concept to perform QoS negotiation, adap-
tation and mapping between the communication end-
points and intermediate filters. QoS mappers map between
different QoS levels, e.g. between user and media specific
QoS. Resource managers request, control and reserve lo-
cal resources to guarantee the requested QoS. Broker-
operations performed at filters negotiate filter resources
and set-up and control the behavior of filters.

The dynamic behavior of mobiles is our motivation for
combining an extended broker concept with network fil-
ters. Consider the case, where mobile D2 moves from AP2
to AP/. Assume D2 is served with 24 fps CIF size true-
color high quality video at AP2 resulting in 4 Mbit/s
transmission capacity and overall end-to-end delay of /50
ms including intermediate processing at F0O, F5 and F2.
Assume further, that F/ at AP/ currently serves mobiles
with low-quality video, say 3 fps QCIF size, bad colour
quality, and that F4 and the network link between F4 and
F3 is near the upper capacity limit Without QoS man-
agement at intermediate filters, D2 will be handed over
from AP2 to AP/ and filter propagation is triggered so
that F/ will eventually be served with high-guality video.
However, in our scenario this is not possible due to the
link and filter limitation between F4 and F3. /ntroducing a
QoS management architecture at filters and distributed
filter-dealers, D2 will notice the bad video guality after
hand-off and contact F/ to get higher quality. FI will
contact F3 and eventually /4 to request the desired qual-
ity. Since F4 and the link between F3 and F4 is the bottle-
neck, F3 will notice that it is not possible to get better
quality from F4. Therefore, it will contact via filter-dealer
F5 and request higher guality. F5 already can provide the
desired high quality and F3 will from now on request the
video stream from F5 instead from F4. Note, that several
other cases can be constructed when end-to-end delay and
intermediate filter processing time is taken into account
(if, e.g. F3 can not support overall /50 ms delay bound
due to possible overload, given D2s high guality require-
ments). Extending a QoS-broker concept to network filters
and filter-dealers will offer more flexibility, dynamics and
soft end-to-end guarantees compared to /5], taking into
account the dynamic behavior in a mobile environment.

4.2  Levels of QoS

Distributed multimedia applications operate at several
levels in order to provide end-to-end guarantees. At least
three layers below the human user can be identified ac-
cording to [/6]: application level, system level and the
network and multimedia device level. For setting up the
communication channel a mapping and negotiation proce-
dure is required for the QoS parameters the user has speci-
fied. Within our framework we define the following lev-
els:
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= User level QoS (UserQoS) is defined by the user and
expresses the overall perceived quality using a single
value. The higher the value, the better the perceived
QoS. The user defines preferences used for the map-
ping functions between UserQoS and AppQoS. These
preferences are also used to calculate a degradation
path. The system lowers the least important parameters
first, when a re-negotiation is triggered due to either
intemal (if e.g. the NQoS changes after a hand-off is
performed) or external (user driven) events.

= Application and media level QoS (AppQoS) is de-
scribed in terms of media guality and media relation.
These parameters are still expressed in high level terms
and presented to the user. For example, the user may
specify the visual guality to be good or to use a large
frame size. Note, that we define intervals for AppQoS
and the system tries to stay within the calculated inter-
val as long as possible.

= System and device level (SysQoS) parameters describe
operating system utilization like minimum and maxi-
mum CPU usage, memory utilization or media codec
availability and capabilities. Parameters at this level are
invisible to the user.

= Transport level QoS (TQoS) is described in terms of
network load and network performance. The transport
service provider does the final mapping to network
level QoS (NQoS) parameters. Note, that we also use
intervals at this level which helps mobiles to recover
from temporal channel fading and changing bandwidth.

The goal for the QoS management system is to set up and

maintain end-to-end communication given the user and

application level QoS parameters under the constraints

imposed by the local and remote system capabilities and

resource availability within the network and intermediate

filters.

4.3 Broker models

The concept of resource brokerage was first introduced
by Nahrstedt //5] and resembles the human nature of bro-
kers, which are specialized in particular types of negotia-
tion. Brokers manage resources at application and trans-
port level and negotiate with the network and remote bro-
kers. /n [15], buyers are the end-points in a communica-
tion process which want to buy resources from other end-
points within the distributed multimedia system and the
sellers offer their resources for sale. The brokerage proc-
ess is initiated by the buyer We extend this model to in-
corporate intermediate processing at application and
transport level by using network filters.

Each broker entity contains a broker-buyer and a bro-
ker-seller. The tasks for the buyer are to gather informa-
tion about available local resources such as CPU utiliza-
tion, memory allocation or hardware compression capa-
bilities, to gather information about available network re-
sources and to gather resource information from the re-
mote seller. The tasks for the seller at the remote side are
to orchestrate the remote resources and to respond to re-
quests initiated by a buyer. /n order to cope with two dif-
ferent scenarios (sender and receiver brokerage initiation),
two different protocol entities are identified: sender and
receiver. The resources necessary for outgoing (incoming)
calls and connections are managed by the sender (re-
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sellers between application and

Use
" Broker Receiver transport sub-parts for e.g. QoS pa-
v rameter mapping.
e I/m summary, the tasks for the
S| W B broker-sender are to orchestrate lo-
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Figure 2: Broker model incorporating network filters

ceiver). To explain the different modes, consider a video-
conference, where A wants to transmit his audio and video
streams to a remote partner B. Here, A is the sender and
requests as a buyer resources from the client B, which is a
seller of his resources. After successful brokerage, the call
can be established and the streams are transmitted under
certain end-to-end QoS guarantees. Note, that in our case
a network filter 7' can play the role of B and, if the original
intention was to set-up a connection between two end-
nodes (A and B), the same network filter has to react as
buyer for the resources of other filters like G in Figure 2
down the sink path or as a buyer for the resources of B.
For the second mode called receiver initiated brokerage, a
receiver acts as buyer for resources from a sender to es-
tablish unidirectional connection with QoS guarantees. As
an example, consider Video on Demand, where the client
(receiver B) requests media clips from a server with or
without intermediate filters. Another example would be
the video conferencing scenario, where the receiver would
initiate the call setup. When the brokerage fails due to
lack of resources at application or transport level at the re-
ceiver side or inside the network, filters are used to lower
the media stream quality. /n this case we incorporate a so
called filter-dealer, which decides for each receiver the
filters to be contacted for QoS brokerage. This process is
described below. A different example would be, if a mul-
ticast tree is already set up between sender A, filter F, G
and receiver B. /f receiver C wants to join the multicast
tree, its filter-dealer finds a suitable (set of) filters (in our
case F) and receiver-buyer C contacts sender-seller at fil-
ter F' to contact the multicast group and the protocol starts
negotiation at AppQoS level between broker-buyer at C
and broker-seller at F.

Note, that due to several levels of QoS within the sys-
tem and due to the fact that network resources like switch
output buffers are typically shared and expensive, re-
source reservation and allocation have to be de-coupled
between application and transport subsystem. Conse-
quently, buyer and seller are separated into an application
and a transport part Negotiation and resource manage-
ment between different partners (e.g. sender and receiver)
is cammied out at application level and at transport level.
Peer-to-peer communication is established between the
application and transport sub-parts of buyer and seller.
Layer-to-layer communication is used within buyers or
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initiation. The filter dealer reacts
whenever a receiver or the network
is not able to provide the necessary
resources. Several different state machines are identified
(sender-buyer, sender-seller, receiver-buyer, receiver-
seller, filter-buyer, filter-seller, filter-dealer) and activated
depending on the location (sender, receiver, filter) and the
side (buyer or seller). Note, that the sender within a video-
conferencing scenario should always generate (captures
and compresses) the highest possible media quality. /t is
up to the receivers to cope with the media quality and, if
the receivers do not have enough resources, intermediate
filters have to scale the media guality in accordance with
the desired end-to-end QoS.

4.4 QoS Management

Typically, an user is not concemed about low level
technical parameters like cell loss ratio. /nstead, he would
like to specify his preferences in order to establish a
communication to remote partners. Several proposals exist
for suitable user interfaces like Quality Query by Example
(QQBE, [6]) and the optimal design is still an open issue.
An optimal user interface should balance the complexity
of user input with functionality and we presented in /8] an
intuitive user interface with the option to specify more
precise values. A simple guality slider indicates the over-
all perceived user level QoS Q,;,, ranging from low qual-
ity to high quality (0.../00%). A prioritized list is used for
mapping Q,, to AppQos.

We have hidden a number of low level parameters from
the user like the used video or audio compression meth-
ods, because this can be under control by the QoS man-
agement. Only the parameters influencing users perception
are presented. For the case of video, the combination of
frame rate, size, color and visual guality influences this
perception. Given a certain video codec, many different
combinations can be supported by a single resource level
expressed in transport and system level QoS. The priority
settings help to decide, which combination the user pre-
fers. Note, that AppQoS parameters define intervals and
the user may define the boundaries (e.g.: frame rate (TV-
rate) = [24 ... 30 fps]). Given Qg,; and the priority list, we
can derive the intervals at AppQoS level. Based on these
intervals, we can then calculate intervals at TQoS level for
a given media codec. The idea for the broker mechanism
is to negotiate end-to-end AppQoS and suitable TQoS in-
tervals. Note, that TQoS is valid only between two peer-
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to-peer entities (sender-intermediate filter, filter-filter, fil-
ter-receiver or sender-receiver if no filters are used) and
may change from hop-to-hop due to intermediate filter op-
erations.

4.4.1 QoS Mapping
In our framework several QoS mapping functions are
performed by QoS mappers to calculate different QoS pa-
rameters at different levels. First, a mapping between the
overall desired quality and the AppQoS parameters in-
volves the users preferences and the overall quality pa-
rameter Qg,;. Each AppQoS category x [ {visual quality,
colors, frame size, frame rate, delay, synchronization,
cost} is assigned a unigue priority p, [ {/...,7}. The
higher p,, the higher the priority. Based on Qy;,, and
{(x, px={1....7}}
we choose weights w, for each p, with
7
dw=L w>w, fori>j.
i=1
The higher w, the higher the priority. Each category x is
divided into a variable number r,.(x) of intervals with user
defined boundaries.
We calculate the interval number

0 Q lob Bvx O
[(Q']()b7wx=x): 2 I [}
¢ max vaax O

where Q.. denotes maximum quality (i.e. /00) and
Winac—max {w,, x=1/,...7}. Based on experimentally found
weights {w,=0.2, w,=0.1/8, w;=0.1/6, w,=0.14, ws=0.12,
ws=0.11, w=0.09} and the defined intervals for frame rate
(Table /) we tabulate the interval number for several ex-
emplary Q,;-values in Table 2. This mapping defines the
intervals at AppQoS level together with user definable
bounds. A fine granularity is desired for AppQoS intervals
and allows for fine-tuning.

Framerate Interval /nt.nr.
Single frames [0,..,0.5 fps) |/
Video phone (modem line) [0.5,....41fps) |2
Video phone (/SDN) [4.....8 fps) 3
Video phone mode ethemet [8,....24fps) |4
TV rate or higher >24 fps 5

Table 1: Mapping Q,,, to AppQoS intervals

Mapping between AppQoS and TQoS intervals de-
pends on the media codec and the transport system char-
acteristics. For WaveVideo several filter settings are
evaluated in /5] A table based approach is used to per-
form the mapping to peak bandwidth. Different prefer-
ences settings are used to generate the mapping tables but
the mapping cleady depends on the activity in the chosen
video and no hard values can be derived. The AppQoS to
TQoS-mapper either needs a database, where suitable ta-
bles are stored for each codec or a QoS-mapping interface
provided by a codec. For the second approach the video
codec would calculate a set of TQoS intervals based on
given AppQoS intervals. For establishing network con-
nections, these TQoS intervals have to be mapped to net-
work QoS based on a given transport service provider.
Connection is established using the highest working point
within the calculated intervals. /f the resources are not suf-
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ficient within the network, connection is re-established
given the lowest working point within the calculated inter-
vals. /f this also fails, re-negotiation is necessary (internal
event). Otherwise the guality will be successively in-
creased by re-establishing the connection at increasing
working points.

Qvion 1 25 50 75 100

vv.\‘; px
0.20;
0.18;
0.16;
0.14;
0.12;
0.11;
0.09; 1 1 2 2

Table 2: Derived interval number for frame rate
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4.4.2 QoS Controlling Procedure
In principle, the described QoS controlling procedure
may be initiated by the sender or the receiver. Sender ini-
tiation requires the sender to be the buyer for resources,
whereas receiver initiation perceives the sender as the
seller of resources. Signalling is used to exchange infor-
mation among the different entities using the following
messages:
= accept: as a response to the possibility of a seller to
allocate the resources
= reject: indicating the incapability's of a filter-seller to
provide the requested resources, if time-out is sig-
nalled, or if no suitable filter is found (in this case fil-
ter-dealer sends reject)

= modify: as a response to the situation, when a seller
must relax resource requirements, but the sellers upper
bound is still within the buyers interval.

= filterrequest: as a response to the situation, where the
sellers AppQoS is lower than buyers AppQoS and the
seller does not have or does not want to increase re-
sources to support buyers AppQoS.

As a response to the filterrequest message, the filter-
dealer is contacted to look for a suitable filter for scaling
the streams to the receivers capabilities. The following ex-
ample explains the signals for the sender initiated ap-
proach: The buyer wants to buy resources for sending
[20...24 fps] video. If the sellers resources allow only
[8,..12 fps], filterrequest is signalled. /f [18...22 fps] are
allowed, modify(/20,..22]) is signalled. Accept is signalled
for e.g. [20,.24 fps] A filter would send reject, if it can
not support the requested filter operations given his re-
sources and strategies.

For the sender initiated approach we start with the user,
who wants to send a media stream to a remote partner
given a certain UserQos. UserQoS is mapped to AppQoS
as described in 4.4. /. We obtain a set of intervals for Ap-
pQoS parameters and the maximum value of each interval
is used for mapping to local SysQoS parameters. The re-
source manager is contacted using the upper bounds for
admission tests like a local schedulability test (for exam-
ple to test, if the system is capable to capture and com-
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press 24 frames per second) and an end-to-end delay test
to check against upper delay bounds. After successful res-
ervation of local resources, local broker-buyer starts ne-
gotiation with remote broker-seller at AppQoS level in-
cluding the offered and desired compression methods and
the AppQoS interval. This information exchange may be
performed several times and in the end the sender and re-
ceiver know about available compression methods. Of
course, other application specific data like user names can
be exchanged, too. Note, that at this point we do not start
to negotiate at transport level, because we do not know a
priory, if an intermediate filter is needed.

The knowledge about offered compression method and
media quality helps the broker-seller to decide, if a filter
for media scaling or transcoding is needed. Transcoding
introduces more delay than decompression but saves
transmission bandwidth. /f decompression is chosen, the
necessary bandwidth between filter and receiver may be
too high and the filter may drop every second frame, if the
preferences of the receiver suggests this.
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Figure 3: Sender-buyer protocol.

The broker-seller has three possibilities to react upon a
request for certain AppQoS values: accept, modify, or fil-
terrequest. We now briefly describe how the broker-buyer
at a sender reacts upon a accept and modify signal sent
back by a broker-seller at a receiver. QoS translation and
negotiation continues at transport level by first invoking
the QoS mapping functions at the broker-buyer, which
translate AppQoS to TQoS intervals depending on a given
media codec using the QoS mapper. The broker-buyer in-
vokes admission tests for the transport sub-system like
end-to-end delay and bandwidth or schedulability within
the endpoints based on upper TQoS bound. After success-
ful admission, the negotiation with the underdying network
begins on a per-connection basis. A translation of TQoS
NQoS is necessary and negotiation with intermediate net-
work nodes is invoked on upper TQoS bound. /f these
TQoS parameters can not be supported, the lower bounds
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are tested and connection is established using lower
bounds. Afterwards, the TQoS values can successively be
increased towards higher TQoS interval boundary to in-
crease TQoS and therefore AppQoS quality step-by-step.
This caters for varying channel and QoS conditions in
wireless networks. /f not even the lower limit can be sup-
ported with the available resources, reject is signalled up
to NegotiateApp (Figure 3) for contacting the filter-dealer
in order to look for a better compression method, re-
sources at TQoS level are released and negotiation starts
again with a filter-seller. Otherwise, the final step for the
buyer is to wait for successful response from the resource
management of the network and the response from the
broker-seller at transport level.

If the broker-buyer receives a filterrequest signal, the
filter-dealer is contacted with AppQoS intervals of sender
and receiver and user identifications to contact an appro-
priate (set of) filter(s). Two different architectural con-
cepts exist for network filter placement: within an existing
multicast tree, where filters are either installed at each
branch from the source to the sink, or at selected fixed
filter locations. /t is the task of the filter-dealer to contact
the appropriate filters depending on the sender or receiver
driven approach. For the receiver driven multicast sce-
nario, each filter may know the destination of its predeces-
sor on the way to the source. The sender driven approach
requires QoS aware routing protocols at AppQoS and at
TQoS-level for selecting the best filters. Consider, for ex-
ample, the case where receiver 4 (Figure /) likes to join
the conference and acts as a receiver-buyer He would
then contact the broker-seller within filter 2 with the de-
sired App-QoS interval. Filter 2 already receives a com-
pressed media stream, and if the AppQoS matches, the
negotiation at TQoS level proceeds. /n the case, that re-
ceiver 4 requests higher AppQoS values than filter 2 al-
ready receives, this would lead to a request for filter
propagation //9] and the broker buyer within filter 2 con-
tacts broker seller at filter 5 still at AppQoS level. Finally,
this filter propagation may stop at a filter, which already
supports the desired AppQoS interval, say e.g. filter 5, and
all intermediate filters are now tuned for scaling the media
in a proper way and have reserved their resources at Ap-
pQoS level. As a last step, the negotiation continues on
TQoS level after mapping AppQoS to TQoS intervals
both for incoming and outgoing streams. /f there is a lack
of network or system resources detected at an intermediate
node, the filter propagation cannot be completed, the re-
served resources are released and the receiver-buyer is in-
formed. The original AppQoS values are lowered given
the degradation path based on the users preferences and a
re-negotiation is triggered at AppQoS level again.

For the receiver driven approach, two possibilities ex-
ist: either each receiver knows the next filter within the
multicast tree towards the sender (static approach) or the
receiver is unaware of the next filter. For the second case,
the broker-buyer within the receiver has to contact the fil-
ter-dealer to get the best set of possible filters. However,
this requires QoS aware routing protocols but gives more
flexibility than the first approach. The mechanisms for
contacting brokers at filter or receiver are similar to the
sender driven approach. One disadvantage of the receiver
driven multicast scenario can be seen in the fixed route
(multicast tree) between sender and receivers. /t might not
be possible for a new receiver with high guality require-
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ments to join the multicast group at a leaf, because this
may lead to filter propagation which is not possible if an
intermediate filter may get overoaded. For the sender
driven approach, a filter-dealer may nevertheless find a
different route using other lightly loaded filters.
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Figure 4: Receiver-seller protocol.

The broker-seller within an end node may receive sig-
nals from a broker-buyer within a network filter or a bro-
ker-seller within a network filter may receive signals from
a broker-buyer at a sender or other network filters. Note,
that for guaranteeing end-to-end delay and jitter, all delay
and jitter introduced within intermediate filters have to be
incorporated in the overall end-to-end delay and jitter cal-
culation. /n general, this limits the number of intermediate
filters for real-time conferences due to additional proc-
essing overhead, where an end-to-end delay bound of /50
ms one way is desirable to guarantee interactivity. Our
QoS negotiation and mapping protocol also supports dis-
tributional services like delivery of pre-recorded MPEG-2
video sequences. Here, a much longer delay (typical up to
one second) can be tolerated which does not prevent the
usability of several filters between source and sink

The first task for the seller (Figure 4) is to wait for a
request for certain AppQoS values (including the offered
media compression methods) to be received from a sender
broker-buyer A comparison step is invoked between the
received AppQoS and its own AppQoS intervals. The ad-
mission service is started based on the upper interval
bounds and accept is retumed to the remote buyer within
the application subsystem if a match can be performed. /f,
however, the brokersellers AppQoS is lower than the
broker-buyers AppQoS and the seller does not have or
does not want to increase resources to support the buyers
AppQoS or the media codecs are not compatible, a filter-
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request is sent back to the broker seller with the desired
AppQoS to be received and a set of supported media
coding formats. /t is then the task of the remote buyer to
select a (set of) appropriate filter(s) by contacting the fil-
ter-dealer At this stage, the communication between
sender-buyer and receiver-seller aborts and the receiver-
seller waits for a request from a filter-buyer and the proto-
col (receiver-seller) starts again.

The second and third phase start with a signal of the
network management about network resource availability
on behalf of the broker-buyer. /ntervals at TQoS level are
exchanged with broker-buyer to cope with varying net-
work conditions. As a last step, a global admission service
within the transport sub-system of the seller is started after
a signal from the network resource management is re-
ceived.

4.4.3  Network Filters and Filter-Dealers

I/n a multicasting environment with heterogeneous re-
ceivers and different QoS requirements in terms of access
bandwidth or processing power, network filters can be
used for scaling the media stream. /n contrast to the well
known approach where a source uses layered video coding
methods to generate separate streams representing differ-
ent quality levels and each receiver subscribes to as many
channels as his QoS characteristics and resources allow
[12] filters may selectively drop packets and offer more
flexibility. The first approach is typically limited to few
channels and quality levels due to synchronization and
multiplexing overhead. WaveVideo allows to generate one
stream based on tagged network frames, which enables
filters to extract the desired quality and to chose from
more than /800 different quality levels at 25 fps. Filter
operations for WaveVideo are extremely efficient and
typically 5 ps are spent per packet /5] A filter operation
typically consists of one or two table lookups and a deci-
sion, whether the packet should be forwarded to the re-
ceiver or dropped. Note, that the tables for the network
filters are prepared depending on AppQoS of sender and
receiver and the preferences of the receiver.

In our framework the following types of filters may be
used:
= Sender filters are invoked for the outgoing link, when-

ever an agreement between AppQoS has been reached

but no mediation at TQoS level can be achieved. Typi-
cally, this situation arises when the network is not ca-
pable to support the calculated TQoS at the sender.

= Network filters are invoked, whenever there is a mis-
match between requested and offered media type at
sender and receiver, or when the receiver cannot cope
with the offered AppQoS.

= Receiver filters scale down guality for adapting to mo-
biles processing power requirements. This is particu-
lady useful, if a network filter at an AP serves several

MTs with a superset of guality and each MT may then

drop frames before decompression.

Sender filters try to reduce the network load without
significantly influencing local CPU usage. Fframe drop-
ping for adapting the frame rate, subband dropping for
adapting the frame size or color resolution or dropping of
quantization layers for adapting the visual guality can be
used for multi-resolution based video codecs like
WaveVideo. The same mechanisms may be applied in
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network filters to adapt for heterogeneous receivers but
clearly depend on the media codec.

Each filter registers at a dedicated filter-manager with
its /D, filter-type, supported compression methods for in-
coming and outgoing connections. A filter-dealer can then
determine, which filter-seller he should contact for per-
forming the filter operations. Compression method speci-
fiers for incoming and outgoing connections and AppQoS
ranges are sent as parameters. The filter then chooses a
possible filter strategy for media scaling given the Ap-
pQoS constraints and performs local admission tests. /f no
appropriate filter strategy is available or lack of resources
is determined, the filter-seller sends reject to the filter-
dealer, which continues searching all filters. There is no
need for the sender and receiver to use the same compres-
sion methods, which leads to a very flexible QoS man-
agement architecture especially in the presence of mobile
users. /f, for example, the sender in the fixed network part
uses an MPEG-2 encoder hardware card and sends high
quality video to a multicast group, a mobile terminal may
still retrieve the same video with a somewhat lower qual-
ity, if an intermediate filter transcodes MPEG-2 to a video
stream, which the mobile is able to decode. For this case
both sender and receiver determined a mismatch in the
codecs during the negotiation phase at AppQoS level, so
the filter-dealer may eventually find a suitable transcoding
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Figure 5: Filter seller

Otherwise, the filter-seller (see Figure 5) contacts the
filter-buyer within the same filter to buy resources from
the receiver-seller of the destination host or another inter-
mediate filter-seller. /n this case, he adopts the role of the
original sender-buyer but includes filter processing time in
the overall delay calculation. After successful negotiation
at AppQoS level between sender and receiver, negotiation
at TQoS-level continues starting between the last filter-
buyer and the sender-receiver. Then negotiation at TQoS
level continues between penultimate filter and last filter
and so on. Finally, negotiation ends between sender-buyer
and filter-seller of first filter at TQoS level. As a last step,
a global admission service is started within the transport
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sub-system of each filters as a response to an acknowledge
sent to all filters by the sender-buyer.

4.4.4 QoS Adaptation

Bad radio conditions are likely to result in a violation
of existing traffic contracts. Applications should adapt
automatically to hide the behavior of the wireless link to a
user. QoS mapping functions based on intervals are used
to cope with short term fluctuations. The current settings
determine a working point within the given polyhedral set
of QoS constraints and the system tries to stay within the
bounds. Based on users preferences, the degradation path
is calculated for adapting to long term QoS changes, when
e.g. the mobile is handed over to the next radio cell with
higher population and lower bandwidth available. The
protocols may be started based on external events like
user interaction (if the user changes his preferences or the
interval boundaries) or internal events due to dropped
connections or network QoS changes.

A filterrequest is signalled, whenever TQoS falls below
the lower bound. /f a filter-buyer receives a filterrequest
from a receiver-seller, error control modules may be acti-
vated at the filter to protect the base layer of the video
stream to cope with frequent short term fluctuations. Ad-
ditionally, the filter may drop more packets in accordance
with the users preferences to lower the output bandwidth
and help mobiles to receive some video. As soon as the
signal quality increases, the error control modules may be
deactivated and the original guality can be sent This pro-
cess may lead to filter propagation towards the sender for
the receiver initiated approach described above. Radio
subsystems within access points typically know about the
instantaneous air capacity and signal guality and can be
incorporated into the QoS framework by sending signals
to the brokers at certain time intervals to decide between
short term (due to signal fading) and long term changes
(due to completed hand-off). Timers may be used to de-
termine, whether the received quality differs from the ex-
pected quality and a re-negotiation may be triggered after
a certain period of time.

5. Conclusions and Future Work

Within this paper, we designed a unique architecture
tailored to soft end-to-end QoS guarantees for heteroge-
neous networks and receivers. Wireless as well as wired
networks and mobile and fixed terminals are integrated
with media coders and decoders, error control modules
and filters. End-to-end QoS negotiation is split between
application and transport level. Mapping functions be-
tween different QoS levels are provided and the broker
concept is extended to support network filters. The main
ideas are based on the fact that due to varying channel
conditions no hard end-to-end QoS guarantees can be
given at transport level, when mobile networks are incor-
porated. Soft QoS guarantees are introduced via user de-
finable QoS intervals at application and transport level.
The overall system then tries to stay within the negotiated
AppQoS interval as long as possible. The extension of the
QoS broker concept to network filters allows an efficient
tailoring of media streams for heterogeneous receivers un-
der given end-to-end QoS constraints including media
processing at intermediate filters. Automatic filter propa-
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gation under given AppQoS constraints is described for
the receiver driven multicast scenario. The impact of short
term network QoS fluctuations common in mobile net-
works is alleviated by user defined AppQoS intervals, us-
age of suitable eror tolerant media codecs like
WaveVideo and error control modules. /mpact of long
term network QoS changes is reduced by compliance to
pre-calculated QoS degradation paths based on users pref-
erences, usage of automatic network filter tuning and
propagation for the receiver driven multicast scenario
combined with end-to-end QoS regulation mechanisms
based on a modified broker concept.

We are currently modeling our broker architecture and
different protocols needed for negotiation among senders,
filters and receivers using SDL. For a future implementa-
tion we are investigating Corba with real-time extensions
as a flexible implementation platform for the extended
broker architecture. Re-negotiation must be fast for hand-
offs and short term adaptations but standard Corba does
not provide the necessary performance. The audio/video
communication subsystem is prototyped and preliminary
performance evaluations [8/ showed a promising archi-
tecture with superior flexibility. Future work on the QoS
architecture includes QoS based routing for the sender
driven approach. How to find the best filter combination
for a given system setup will depend on the overall cost
introduced by network filter operations and network and
end-system resources once network billing is used. Mini-
mizing a user definable cost must be included into the
QoS mapping and adaptation mechanisms. A more generic
interface to media codecs is necessary for mapping be-
tween AppQoS and TQoS. Dynamic load balancing be-
tween all filters and re-routing of existing network con-
nections based on the given end-to-end QoS constraints is
another open issue.
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