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Abstract—VoIP over WLAN is a promising technology as
a powerful replacement for current local wireless telephony
systems. Packet timing Jitter is a constant issue in QoS of
IEEE802.11 networks and exploiting an optimum jitter han-
dling algorithm is an essential part of any VoIP over WLAN
(VoWiFi) devices especially for the low cost devices with
limited resources. In this paper two common algorithms
using buffer as a method for Jitter handling are analyzed
with relation to different traffic patterns. The effect of dif-
ferent buffer sizes on the quality of voice will be assessed
for these patterns. Various traffic patterns were generated
using OPNET and Quality of output voice was evaluated
based on ITU PESQ method. It was shown that an opti-
mum voice quality can be attained using a circular buffer
with a size of around twice that of a voice packet.

Index Terms—Circular Buffer, Multi Buffer, Jitter Man-
agement, OPNET simulation, PESQ method, Voice over IP,
Voice Quality, Quality of Service, Wireless LAN.

I. Introduction

VOICE over Internet Protocol (VoIP) with rapid
growth during recent years has turned into a powerful

alternative for classical telephony systems. With an effi-
cient resource management, scalability and reduced cost,
VoIP seems to be an inseparable component of next genera-
tion networks [1]. Moreover Wireless Local Area Networks
(WLANs) are increasingly making their way into residen-
tial, commercial, industrial and public areas such as hotels,
airports and restaurants. Universities and research centers
also benefit from this technology [2]. Developed under the
regulation of IEEE802.11 workgroup, WLAN with simple
and fast establishment and higher data rates than the tra-
ditional wireless local loop systems can achieve a distin-
guished position which makes them the appropriate choice
for local wireless network in medium size companies. How-
ever, the security flaws along with handoff problems are
still important issues in these networks. Because of the
packet based nature of Wireless LANs, VoIP applications
are being widely deployed in WLAN devices. A number
of greatest companies have done great investments for de-
veloping VoIP-WiFi handsets. Development of low cost
VoIP-WiFi handsets can become an economically benefi-
cial product which can easily compete with other Wireless
Local loop products.
Nevertheless, there is some important constraints in
WLAN’s which can affect the development of VoWiFi sys-
tems. It was justified in [3] that WLAN’s can only support
between three to twelve users. Moreover, the IP Networks
do not support the real time transmission of voice pack-
ets due to their variable characteristics [4]. Therefore, it
deeply affects the QoS of Voice over IP systems via jit-

ter, delay and packet loss. Based on various analyses, the
Voice over IP communications are particularly sensitive to
packet loss and delay; 1% packet loss and 100-200 ms delay
are considered the maximum acceptable value [3]. Packet
loss, Delay and Jitter and their impact on QoS of VoIP
have been the subject of several papers [5] [6].
The amplified randomness of Wireless networks which is
inherent in its nature asks for elaboration of an efficient
algorithm to compensate the flaws of the network. In an
internal Wireless LAN, VoIP communications delays and
packet loss cannot be a major problem and the concept
of jitter is rather an important issue. Besides, low cost
VoIP-WiFi handsets normally have limited resources and
thus an optimum algorithm for jitter handling should be
extracted for them.
In this paper, we suggest using a buffer as an equalizer
for jitter and analyze the effects of different buffer types
as well as sizes on the quality of voice with various back-
ground utilization. End to end delay and jitter are sim-
ulated with OPNET software [7]. PESQ scheme is used
for QoS measurement [8]. Two major buffer types are as-
sessed: Circular buffer and Multi buffer. The quality of
voice will be analyzed with different transmission intervals:
ttx = 10,20,30and40ms. It is shown that, using a circular
buffer with size of about twice that of a voice packet, an
optimum voice quality will be achieved. Different buffers
are simulated with the acquired data from OPNET. The
accuracy of the claims will be proved both with output fig-
ures and with intuitional illustration. The figures present
the Quality of output voice based on PESQ measurement
at different buffer sizes for different traffics, Transmission
intervals and various background utilizations. Some math-
ematical analysis will support the intuitional illustration.
In section II, a system model for Voice over IP in Wireless
LAN is defined. The method of voice quality measurement
is also described. Section III will introduce different buffer
types and suggest related algorithms for use. Final con-
clusion based on various simulations will be explained in
section IV.

II. SYSTEM MODEL

A Voice over IP call in WLAN is implemented using
OPNET software [7]. The End-to-End delay, delay vari-
ation, packet loss and throughput are obtained using a
simulation in OPNET environment using WLAN model li-
brary. The OPNET simulation contains Two WiFi mobile
workstation using IEEE802.11b technology with built-in
VoIP ability. Wireless LAN structure is assumed to be
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Fig. 1. OPNET simulation model

Infrastructure BSS which means that an access point is
needed for the network. A VoIP call is defined between
two nodes. The structure of VoIP-WLAN simulation in
OPNET can be seen in Figure 1. The voice packets use
the RTP protocol over UDP layer as the transmission pro-
tocol [9]. The ITU-T G.711 recommendation is assumed
as the default voice codec in our VoIP communications
so that the transmission rate will be 64 kbps [10]. How-
ever there are other types of Voice codecs like G.729 and
G.723 which are also suitable for voice conversations specif-
ically for Voice over IP due to lower bandwidth require-
ment. A lower bit rate can be achieved in these codecs
using compression and for the cost of degradation in voice
quality. Nevertheless, G.711 is chosen in order to con-
sider the worst case for bandwidth and the best in qual-
ity. IEEE802.11b network is adjusted at 11 Mbps with
DSSS technology. Background utilization is provided via
another wireless workstation which generates background
traffic over UDP layer by random wireless transmission
with a constant bit rate. Utilization varies from low traffic
around 0 Kbps up to 500 Kbps. Simulation is done with
various transmission times ttx = 10,20,30and40ms along
with various background utilization. Each simulation is
done for a number of times in order to mitigate the ran-
domness of system. Then, the End-to-End delay and delay
variations are calculated using OPNET software for each
one. Figure 2 presents four different delay distributions
corresponding to different background utilization form a
low to high traffic. The adjustment for background uti-
lization is done in a way that traffic is transmitted after
the first second of VoIP call. Therefore, the behavior of
network is similar in all of the models as it is obvious in
Figure 2. It can be seen that delay variation augments
together with the background traffic.

PESQ (Perceptual Evaluation of Speech Quality) is a
method for determining objective voice quality instead of

subjective methods in the telecommunications networks.
The method uses a logistic function to map a score output
from an objective voice quality method (PESQ algorithm)
into a Mean Opinion Score (MOS) which is an estimation of
the quality of the voice signal that was transmitted through
the wireless network. The logistic function has the form:

y = 1+ 4
1+exp(−1.7244x+5.0187)

Where x is the score from PESQ algorithm. It is usually
in the range of -0.5 to 4.5 and y is the mapped MOS score
which is in the range of 1 to 5 wherein if y=5, then the
quality of voice is considered excellent and if y=1 then
the quality of voice is considered unacceptable. We use
PESQ algorithm for measurement of voice quality. PESQ
combines the best features of two other techniques: the
time-alignment technique from PAMS (Perceptual Anal-
ysis Measurement System) and the accurate perceptual
modeling from PSQM (Perceptual Speech Quality Mea-
surement). PESQ algorithm is applicable not only to voice
codecs but also to end-to-end measurement. Defined by
ITU-T recommendation P.862 in February 2001, PESQ
has become the most widely accepted standard for mea-
suring voice quality over VoIP networks. However, the use
of PESQ is not limited to VoIP.
The whole process of simulation consists of three main
parts. First, the arrival times of voice packets are extracted
from OPNET simulation. Final output voice is provided
regarding the results of each simulation and the appropri-
ate algorithm. Finally quality of output voice is assessed
using PESQ method.
One can offer a big buffer for mitigation of jitter effect but
the basic assumption for our VoIP-WiFi station is the re-
quirement of having limited resources and low cost. This is
because of being able to be commercialized in a large scale
and having competitive value against the similar solution
of Wireless Local Loop. It is assumed that the receiv-
ing part consists of a low cost main processor such as a
simple microcontroller which would logically be limited in
resources. The microcontroller allocates its internal RAM
to both voice buffer and program stack to avoid using an
external RAM and additional cost. However it should be
mentioned that along with the rapid development of tech-
nology, low cost processors with high processing power and
high resources are being developed but our assumption can
provide an optimum resource management algorithm even
for the powerful low cost processors. Nonetheless, these as-
sumptions are only for justifying the use of low size buffer
and have no effect on our simulation process.

III. JITTER MANAGEMENT

In wireless networks, packet loss and jitter are the most
important parameters. In other words, the behavior of
packet loss and the variation of network delay, rather than
the maximum delay allowed in the system, determine the
quality of reconstructed voice at the receiver. By improv-
ing buffer management strategies we could have much bet-
ter voice quality especially in limited resource devices. Jit-
ter is generally defined as the variation in End-to-End de-
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Fig. 2. End-to-End delay for the 30 ms transmission interval in two VoIP-WiFi handsets call and different background traffics: (a)1 kbps;
(b)150 kbps; (c)300 kbps; (d)500 kbps

lays.
There are two main points which should be considered in
the implementation of jitter-buffer algorithm and can affect
the voice quality. First; once the voice buffer is full, it re-
mains full for a certain period of time during which many
packets may be lost and lead to consecutive clippings in
voice. The second point is opposite of the first one. When
buffer is empty, which means the current packet has been
possibly lost or it has a larger delay rather than usual,
the receiver does not play anything and it can cause dis-
order for the listener. Instead we can use some corrective
methods such as making silence, using voice prediction or
some other techniques in order to achieve a better QoS.
The packet loss rate during this period changes slowly and
has large fluctuations.
Two principle algorithms are used for jitter management
both of which exploit a buffer to mitigate the jitter effect.
Circular buffer and Multi-buffer are two main buffer types
that will be assessed in this paper.

A. Multi buffer

Multi buffer uses K independent buffers with size SD

byte so the total size of the buffer is K ∗SD. While the re-
ceiver receives a packet, it stores the packet on the empty
buffer and starts to send the frames to the G.711 codec.
As soon as the current buffer is full the next buffer will
be used for accumulation. It is obvious that because of
discrete nature of Multi buffer, the buffer cannot be read
smoothly and causes the diminution of voice quality.
It can be seen that the optimum SD is equal to size
of packet payload because each buffer is assigned to one

packet or to integer multiples of packet. However the later
only adds some additional complexity which is unnecessary
due to usage of multiple independent buffers. Therefore it
can be assumed that a buffer with size of integer product
of packet payload can be treated just like a multi-buffer
with SD equal to size of packet payload.
Figure 3 shows a flowchart of both of algorithms. For
the Multi buffer management, after allocating buffer,
we should initialize pointers. We use a pointer called
Buff index in order to switch between K buffers. A read
pointer is used to read from buffer. When the first packet
arrived, we must enable the output voice. Then one byte
should be sent to codec every 125µs to have 64 kbps trans-
mission rate. Whenever a new packet is arrived, we should
check if the adequate space is available or not for the in-
coming packet. This can be done by this equation:

Buff index ∗P Len < read ptr <
(Buff index+ 1) ∗P Len

This equation assures us whether the incoming packet can
be stored in the buffer or not. If we are allowed to store
the incoming packet, therefore, the buffer index increases
by one and if buffer index reaches to the end of buffer, it
should be replaced by one.
In order to read from buffer, at first we must check if the
buffer is empty. This is accomplished by checking this
equation:

read ptr �= Buff index ∗ P Len (1)

Therefore, pointers could not pass over each other to make
noise or to degrade voice quality in our system.
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Calculate the free space of the buffer
Loop_num=min(P_len,Size of free space)
For i=1:loop_num

Move one_byte to buffer
Write_ptr++;
If Write_ptr>=BufferSize

Write_ptr=1;
End

Choose one of the following items:
1. Send silence to output
2. Put the last received packet into the buffer
3. Generate data based on voice prediction

Alloc Buffer
Read_ptr=1
Write_ptr=1

Buff_index=1

New Packet
arrived?

Move received packet to the buffer

Yes

No

Move one_byte to Output;
Increase Read_ptr by one
If Read_ptr>=BufferSize

Read_ptr=1;

Buffer is empty?

No

No

Buff_index*P_len
<Read_ptr<

(Buff_index+1)*P_len

Buff_index+=1;
If(Buff_index*P_len>=BufferSize)

Buff_index=1;

Every
125µs

Criterion for Circular Buffer
Read_ptr==Write_ptr

Criterion for Multi Buffer
Read_ptr==Buff_index*P_len

Yes

Buffer
Type?

Circular Buffer

Multi BufferYes

Fig. 3. Flowchart of Multi Buffer Management

B. Circular buffer

There is another popular algorithm which uses Circu-
lar buffer, a single continuous buffer with size SC . It uses
two pointers for management of reading from buffer and
writing to it and thereby prevents unwanted rewriting on
previously saved packets. Each time a packet is received
it will be stored on the buffer and write pointer will be
increased with the size of received packet. Read pointer is
also increased anytime a frame is sent to G.711 codec. This
method obviously is more continuous than multi-buffer so
the voice can be smoothly played. Moreover it uses the
resources more efficiently and can handle different payload
sizes without any modification of SC . Because the buffer
should have adequate spaces for receiving a new packet
while playing the previous one, the optimum SC should be
the two times of packet payload size.
The Complete flowchart of the algorithm for circular buffer
is presented in figure 3. The flowchart can be directly im-
plemented in any embedded system. At first circular buffer
should be initialized. Each time a packet receives it will be
stored in the buffer and write pointer will be increased with
the minimum of received packet size and the remaining free
space length. This is done via a variable called Loop num
which is equal to the minimum of the size of free space
and packet length. Read pointer is also increased anytime
a frame is sent to G.711 codec.
The major difference between the Circular buffer and

Multi-buffer is that in the former the space of RAM is
used more efficiently. If the free space in buffer is smaller
than the incoming packet length, only a small part of the
whole packet will be lost while in multi buffer we lose the
whole packet entirely even if the free buffer size would be
P Len− 1.
The final point to be considered is that the read and write
pointer should not pass over each other. Hence, while the
buffer is empty, we should generate silence or exploiting
prediction to mitigate the degradation in quality of voice.

IV. Conclusion

Various simulations have been done based on previous
algorithms and following results have been obtained. In
each simulation, quality of voice has been assessed based on
different background utilization and for specific transmis-
sion interval. The length of buffer in each simulation varies
over the multiples of packet payload. The relation between
packet payload and transmission interval for G.711 is as
follows:

P Len = 8 ∗ ∆t (2)

And we will have the following table:

10ms 80 Bytes
20ms 160 Bytes
30ms 240 Bytes
40ms 320 Bytes
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Fig. 4. Voice Quality vs. Traffic for different buffer sizes and different transmission intervals: (a)10ms, (b)20ms, (c)30ms, (d)40ms - Circular
Buffer Management

Fig. 5. Voice Quality vs. Traffic for different buffer sizes and different transmission intervals: (a)10ms, (b)20ms, (c)30ms, (d)40ms - Multi
Buffer Management
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The simulation result is presented in figures 5 and 6.
The figures from 5 shows the simulation result for Circular
buffer at ttx = 10,20,30and40ms. In circular buffer there
is no mandatory constraint for size of buffer unlike Multi-
buffer that buffer size should be integer multiple of packet
payload. We start the simulation with an SC which is a
little bigger than packet payload. It is obvious in all of
the related figures that a circular buffer with a size around
twice that of packet payload is an optimum choice. In-
creasing the buffer size does not provide a much better
voice quality than the optimum choice. In all figures the
purple line indicates the optimum solution.
Figure 6 shows the graphs for Multi-Buffer simulation.
If one compares the graphs between two buffer manage-
ment policies, it may primarily seem that the Multi-buffer
graphs are rather haphazard. Because sometimes in big-
ger buffer sizes, the voice quality degraded more than the
smaller buffer sizes. But indeed this is the intrinsic prop-
erty of the multi buffer management. Because the vari-
ation of voice quality in multi buffer management is not
completely predictable. It can be seen from this criterion:
if buffer is full and has not a sufficient empty space for the
incoming packet, no matter the empty space size is one or
P Len−1. The point is that we will miss the whole packet.
Due to this discrete behavior the buffer size especially in
high jitter networks could not give us a good criterion to
predict voice quality precisely.
It can be inferred from the result of our simulation that
Circular buffer with a size twice of packet payload is an
optimum solution for jitter management. Due to its con-
tinuous nature and its predictability, Circular buffer can
mitigate the jitter effect along with efficient resource con-
sumption.
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