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Abstract—Overloads that occur during times of network stress Even though development of mechanisms to support different
result in blocked access to all users, independent of importance. |evels of quality of service (QoS) promises predictable service to
These overloads can occur because of degraded resource availy,timedia connections once they are established, the question
ability or abnormally high demand. Public broadband networks fh d to wh to0 ai to th . .
must dynamically recognize some multimedia connections as ofhow and to whom 1o give access 1o os_e resources in Cr_'s's
having greater importance than others and allocate resources €vents has not been fully addressed. Blocking must occur, since
accordingly. A new approach to connection admission control is it is always possible for resource demand to exceed availability,

proposed that uses an upper limit policy to optimize the admission put the question is how to control that blocking, especially for
of connections based on the weighted sum of blocking across traffic those who need network resources the most.

classes. This results in a simple algorithm suitable for multimedia

and packet networks. This work is also the first to demonstrate

that the use of an upper limit policy is superior to traditional A. Problem Context

approaches of adding extra capacity or partitioning capacity, both

in terms of the amount of resources required and sensitivity 0 g work proposes the use of prioritized resource alloca-
load variations. An upper limit policy can also be deployed much fi T lish thi hitect . that
faster when a large overload occurs from a disaster event. '9”' 0 accomplis IS, an ar.c ltecture 1S necessary a cpn-
sists of two components. The first component recognizes which
Index Terms—Computer network performance, resource man- - . o .
agement. connections are more important and classifies them with other
connections of similar importance. This was addressed in [7],
[8] where an architecture of geographically distributed ticket
. INTRODUCTION servers was proposed to issue tickets to important connections

HE PUBLIC data network provides a resource that couf@r use when seeking connection admission. In [9], the architec-
profoundly impact high-priority activities to society likeure was shown through simulation and performance analysis to
defense and disaster recovery operations [1]. Under stress, hBmplementable and to not introduce prohibitively long con-
ever, the public network has historically been a virtually unu§€ction setup delays.
able resource [2]. Today’s public network resource allocation The second component of the architecture performs the ac-
mechanisms do not prioritize the way they allocate resourcéggl resource allocation according to the priority and multimedia
instead working on a first-come-first-served basis. Loads ¢mands of the connections. Of particular interest are times of
public networks reach up to five times normal during an emefetwork stress when significant numbers of connection requests
gency [3], and important traffic receives equally poor access st be denied (i.e., blocked) to preserve QoS for other connec-
resources as low-priority traffic. In a report by the National Rdions and protect the potential for subsequent, more important
search Council [4], this problem was referred to by emergent§quests to be admitted.
management experts as the need to give “emergency lane” ackhe approach proposed here is to useugper limit (UL)
cess to resources. policy for connection admission that uses resources currently
The purpose of this work is to support ongoing activities iavailable and sets upper limits on the amount of resources that
the ITU and IETF on developing the International Emergen@an be used for each prioritized class. In effect, this approach
Preparedness Scheme (IEPS) [5], [6]. The work here suppdimits the full use of the capacity, at least by lower priority
IEPS's initial focus on IP telephony, as well as applies to atlasses, so that connection requests from higher priority classes
types of emergency-related multimedia traffic. are likely to arrive with free resources available. Alternatives to
this approach would be to partition resources, to add new ca-
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the U.S., preemption for emergency management activitiesbigund blocking probabilities. Controlling blocking gives
not used [6]. network operators a more direct understanding than other
The next subsection defines the scope of the problem. Foptimization metrics of the level of service given to specific
lowing that is a discussion of related work on connection admigriority traffic classes. A set of weights reflects the relative cost
sion policies and approximations of blocking for those policiesf blocking for each class. A policy can then be formulated
from these weights to minimiz8/z. This weighted blocking
B. Problem Statement criteria is used as a basis of comparison between resource

The basic context for the problem lies in the application @#location approaches.
stressed network conditions to the problem of loss networks.For upper limit policies to become well accepted for imple-
In a loss network, requests for connections are either accepfegntation, the following two questions must be answered.
or blocked; no queueing of requests occurs. The network is as-1) Is dynamic prioritization of resources really beneficial? A
sumed to use connection-oriented resource allocation to pro- dynamic prioritization approach requires an architecture
vide levels of QoS, and applies to work being done many areas to dynamically determine which connections are more
(MPLS, ATM, TCP/IP/RSVP, etc.). This does not assume, how-  important given the current state of the environment
ever, that connection-oriented mechanisms are used throughout (e.g., during disasters). With such an implementation
the network, since scalability concerns might necessitate aggre- cost, dynamic prioritization must use significantly fewer
gation or connectionless approaches in backbone networks. Itis resources or provide significantly lower blocking.
only assumed that connection-oriented mechanisms are used i@) If resources are dynamically prioritized, how would
access networks to limit the number of connections that inject  connection admission control (CAC) functions decide
traffic into backbone networks. This work, however, could still which connections to admit? Could algorithms be simple
be useful in backbone networks to estimate capacities needed enough for use on standard network hardware?

for different classes of traffic, even if connection state were not The approach to addressing these questions was to first an-

maintained at every node. swer the second question by developing a simple efficient CAC
An arbitrary number of traffic classes is allowed here, witQrocess for an arbitrarily large number of traffic classes. Such

each class defined by an importance level and the amounta@f approach would be used in policy frameworks for network

resources used by each connection. These multimedia conr@®esS provisioning [13]. Then the first question was addressed

tion requests are assumed to arrive according to independentigp@howing the CAC algorithm to provide better utilization of

identically distributed Markov processes. Service times, howesources and less sensitivity to load variations than traditional

ever, are generally distributed [10]. Estimates for the curregpproaches.

overall load and load per class are provided by the ticket server

architecture discussed above [8] that tracks resource utilization II. RELATED WORK

through the frequency of ticket requests granted. It is assumed )

that networks can be considered stationary for the periods of" the most general case of resource allocation, all connec-

time within which load estimates are conducted. This analyd|@nS are admitted simply if resources are available at the time

first looks at the case of one communication link and one r8-connection is requested. This is commonly calledmplete

source (effective bandwidth), and then is extended for a netwcikeiNg(CS) admission policy where the only constraint on the

of links. system is the overall system capacity, In a CS policy, con-
Addressed here is the problem of minimizing the weighté?)eCtions that request fewer resource units are more likely to be

sum of blocking when allocating resources in a network, whedMmitted (€.g., a voice connection will more likely be admitted
compared to a video connection). A CS policy does not consider

R the importance of a connection when resources are allocated.
Wg = weighted sum of blocking Z w, B, (1)

r=1 A. Types of Policies
and Other policies have been derived to provide a more equi-
table balance between users or to provide optimized access to
R =number of classes resources. Ross [14] provides extensive discussion of different
w, = weight for class approaches that have been taken. All policies take the state space
B, = probability of blocking for class. (allowable combinations of numbers of connections from each

class) from CS and constrain itin some way. Some have derived

Classes of traffic are assigned weights that are consisteptimal policies [11], [15]-[19]. To implement optimal policies,
with the importance of their activities when using the networkowever, a detailed accounting may need to be made of every al-
During normal operations, those with greater importance mégwable network state and state transition, which is impractical
be those which generate greater revenue, but in times of crigis networks of even modest size. Therefore, a set of generally
those that deal with emergencies or natural disasters will benoptimal heuristic policies have been developed that are sim-
more important. pler to implement and provide a more intuitive understanding

While others have proposed optimization based on maof how resources are managed. loaanplete partitioningCP)
imizing revenue or utilization [11], [12], this work uses golicy, every class of traffic is allocated a set of resources that
weighted blocking metric to directly control, monitor, andctan only be used by that classtiink reservation(TR) policy
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says that class may use resources in a network up until the
point that onlyr; units remain unused [12]. fuaranteed min-
imum (GM) policy [20], [21] gives each class their own small
partition of resources. Once used up, classes can then attempt
to use resources from a shared pool that all classes use. And fi- Limit on
nally, anupper limit(UL) policy [20] places upper limits on the Class 2
numbers of connections possible from each class to ensure that
no one class can dominate the use of resources.
Several comparisons have been made between heuristic poli-
cies and with the optimal policy. The upper limit policy was
found to be optimal for maximizing revenue over coordinate
convex policies [18] (i.e., policies where the product form of
Erlang’s equation is preserved) of two classes [11] and makxig. 1. lllustration of the upper limit policy.
mizing revenue over coordinate convex policies of an arbitrary

f cl f ically | links [12]. The CP, . . _ .
gul\;ln bSIr_ Oaﬁfs-rsssp;:c?:rcv%tgl?guﬁ datrgeoJ?pSrf[orrL thee ggéen in Section IV, the impact of overloaded low-priority classes

policy (with respect to maximizing revenue when bounds a@then minimal. The UL approach here also is distinct in that it

placed on blocking for each class) when significant differencgg’t'mIzes based on weighted blocking, not revenue.

between classes existed in requirements for bandwidth and of:rhe simplicity of the definition of the UL policy provided op-

fered load [22]. UL and GM policies were also shown to siggztu?:;iggé qne;/ﬁéoﬁén? SS(IaTtP(L?]soplf::(laiast(laocr':'(?:]gsosnlft]r;msﬂ;tgsia-
nificantly outperform TR policies, when controlling blocking P ' X 1OnS. : W

performance in the presence of temporary overloads that ocBarF ity ut.ilizgtion Is not significgntly sacrificeq and that robust-
before system control parameters can be adjusted [21]. ness objectives are met by using the UL policy.

The above policies are effective when network traffic behaves _
consistent with the loading assumptions made to implement fRe COmputational Methods
policies. Recent work, however, has sought to develop policiesOur work starts from the assumption that effective band-
that are robust when class loading increases beyond engineevellhs can be assigned to connections in each class that
loading. Virtual partitioning (VP) [23] uses a variant of trunkencapsulate the rate, delay, and loss requirements of a flow
reservation, where classes are assigned one trunk reservd@@), [27]-[29]. We adopt this approach because it allows
level normally (i.e.;;) but have a different, more stringent onéblocking analysis to be performed by considering the set of
imposed on them when they exceed the nominal capacity alfmssible network states where all flows can have their desired
cated to them. These reservation parameters are assigned b@s&i supported. By using effective bandwidths, the boundary
on optimizing revenue as a combination of rewards and penalf-this state space can be defined by a single linear equation.
ties. The objective is to prevent heavily loaded classes from dehis approach has been justified to be useful in many contexts
grading the performance of those that have loads within th¢®7], even when combining buffer and bandwidth allocation to
prescribed bounds. In essence, to the benefit of underloadeeet delay, loss, and bandwidth requirements of flows [28].
classes overloaded classes that already experience high blockinbhis work can also serve as a basis for implementing upper
from being overloaded are penalized further by having molieit policies where more accurate boundary characterizations
restrictive trunk reservation imposed. In addition to VP, othean be developed. Nonlinear equations and systems equations
work has sought to provide robustness to load variations by ean be derived which provide higher utilization of capacity and
plicitly and dynamically controlling buffer occupancy threshtighter control of bandwidth and buffers to meet QoS require-
olds [24]-[26]. ments [28]. This is discussed in Section IlI-D. For example,

The work here proceeds with further development of theee [30], where multiple equations were defined that ensure
upper limit policy. Fig. 1 illustrates an upper limit policy forbounded delay for all connections at a node that uses rate based
two classes of traffic. It shows a linear bound on the number deadline ordered schedulers.
of connections that the CS policy imposes, and examples ofMost of the work on computing blocking for CAC policies
additional thresholds for each class imposed by the uppg®as centered on the Erlang loss function, which provides the
limit policy. A valid upper limit policy need not implement aability to exactly compute blocking for different policies under
threshold for every class. Markov connection arrival assumptions [12], [15]-[19], but

At engineered loads, a UL policy is competitive with TR andan only reasonably be used when networks are of modest size
optimal policies when blocking performance is to be controlledess than 1000 units of capacity). In detailed work on upper
When loads deviate from their engineered values, a UL politiyit policies, [20], [21] provide a numerical inversion method
accomplishes the same goals and is simpler mathematically aisthg generating functions to find exact blocking probabilities
simpler to implement than VP. It imposes upper limits on lowdor UL and GM policies. They conclude, however, that “the
priority classes so their overloads do not affect higher priorityumerical inversion algorithm can also have high complexity
classes. For higher priority classes, no upper limits need be im-the current upper limit on the dimension (number of classes)
posed at all; if they exceed their engineered loads, they can aseenable for computation is about five” [20]. Optimal UL
whatever additional capacity might be available at the time. Alsreshold parameters have been found in [21] and [22], but

No. Class 2
Connections

Complete
Sharing

/ Boundary

~
~
~
~

No. Class 1
Connections

Limit on Class 1
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only using heuristic search algorithms. The goal here, howeverost likely state can be found as the solution to a constrained
is to find the optimal parameters using direct optimization withonlinear optimization problem. Using Lagrange multiplier
no practical limit on the number of classes or the size of thmethods and converting into a dual problem, the blocking per
network. class can be found from finding the setgfs that optimize

Approximations for the Erlang loss function as networks " ;
asymptotically grow in size are particularly useful in this re- . -3 A .
gard. An important result was produced by Kelly [31] and then mmz A 2 + Z Ciy;  subjecttoy; = 0.
later expanded by Hunt and Kelly [32]. Kelly approximated = =t 3
blocking probabilities from the expected value of the number (3)
of connections in progress in a network. From this result, e variableg; are the Lagrange multipliers. The MLS (using
class of policies can be defined that all have the same blockigy numbers) i, and the coordinate for clasof X is
probability. Kelly’s theory was used as the basis for [33]-[36],
and also the work here. No work had been done to date on _ J AL
policy optimization in the overloaded conditions that would Tr = Ar H e (4)
occur after a disaster event, where load and capacity tend to 7=l
infinity at a constant ratio, while load is greater than capacityBlocking is found using Little’s Law from the MLS to be

Thus the first contribution of this research is to find a class
of policies that optimize the weighted sum of blocking in over- ! AL T,
loaded conditions. This is provided in Section Ill. Then in Sec- B.=1- H e =1- A )
tion 1V, the second contribution is the selection of one of the
policies within this class, the upper limit policy, to implement
that optimal solution for infinite capacity networks to a practicdd. Asymptotically Equivalent Policies
network. The final Contribution, given in Sections V and VI, is Now we use this result to formulate Optimization of the

the demonstration of the usefulness of the UL policy in practicgleighted sum of blocking. The goal is to find a policy where

j=1

situations as compared to commonly used alternatives.  the most likely state within that policy’s state space optimizes
the weighted sum of blocking formulation given in (1). Since
lIl. A SYMPTOTICALLY OPTIMAL WEIGHTED BLOCKING multiple state spaces can be defined which all have the same

This section provides a new derivation for optimal resourdéLS, the solution to such a problem will result in a class of
allocation in asymptotically large networks based on a weight@@licies which optimize weighted blocking. When all policies
blocking objective function. In asymptotically large networks)ave the same MLS, the same blocking probabilities and the
load and capacity asymptotically approach infinity proportior@me weighted sum of blocking will result; hence, the policies
ally at a constant ratio of load to capacity greater than 1 (i.e., 8N Pe considered asymptotically equivalent. _
overloaded condition). At first, the system under considerationUnder what conditions will policies have the same most likely
has a single resource (effective bandwidth), an arbitrary numis&gtes? First of all, if a policy has a most likely state for a state
of classes, and a single link. At the end of the section an ext&RAace?, another policy will have the same most likely state if

sion is provided for an arbitrary number of links. the following two conditions are met.
1) The state space of the second policy is a subset of the first
A. Blocking Probabilities in Asymptotically Large Networks policy.

Kelly's formulation for asymptotically large networks [31]is 2) The most likely state for the first policy lies within the
based on a network where each class of traffic uses an integer State space of the second policy.
number of resources along each link in a path. The analysis 4§ese conclusions come from an understanding of the Erlang
sumes that connection holding periods are generally distributegs function which is defined as

with unit mean [31]. Each class of traffic is defined by the route R \p,

each connection takes and the amount of resources it uses on m(n) =G H o neQ

each link. A class of traffic is limited in the number of simulta- rm1

neous connections it can have by complete sharing policies on R \p, -1

each link the class traverses, with capacity constraipt,for G = <Z H r ) (6)
link j. The constraints for all links on the network are neQ r=1 "

An < C (2) Where here it is assumed that mean holding times are equal to
one. The probability of being in a certain stater{s1), whenn
where row; of A defines the CS constraint for link The vector is within the state space for a given policy.
n is the number of connections in progress per class il The most likely staten, comes from finding the maximum
the vector of link capacities. value ofr(n). If a new state spac®’ is formed as a subset of
Kelly [31] then proceeds to find the most likely state (MLS)the originalf2, the values ofr(n) in £’ change uniformly in the

n, and shows that the normalized expected value of the numbaultiplier, G. If m € €, thenn is the most likely state of?’.
of connections in the system asymptotically converges to th® new states have been added and a change in the multiplier
MLS [31]. Given A, as the average arrival rate per class, th& does not affect the location of the most likely state.
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CS

Cp o be created that is equivalent to it, and change the CP policy to
(ny,72) improve weighted blocking over the CS policy. Then we show
that the optimal CP policy is optimal over all policies and define
the class of policies that are equivalent to the optimal CP policy.
This discussion is provided in the following subsections.

Consider a CP policy [Fig. 2(b)]. A CP policy could be for-
mulated to be asymptotically equivalent to a CS policy that had
its MLS on the state space boundary, as long as the “corner” of
the CP region corresponded to the CS MLS. In overloaded con-
ditions the MLS for the CP policy will lie on the corner of CP
state space. Weighted blocking, therefore, can be optimized by
modifying the location of the CP corner.

First, consider some properties of the asymptotic CP policy.
To use Kelly’s results from [31] for a CP policy on a single link,
the form of the constraintéyn < C, must be changed. Instead
of defining A by CS constraints per linkA is formulated as
a set of constraints that restrict the usage of each class to the
amount of capacity in its partition, where

Most Likely
State

~
=

~
=

b,n,

Fig. 2. lllustration of asymptotically equivalent CAC policies.
b’l’n’l’ S C(’I’ (7)
TABLE | ) o .
BLOCKING PROBABILITIES FORASYMPTOTICALLY EQUIVALENT POLICIES C,. is the capacity in each partition, and

C=1000 b,=1 A,=181 b,=2 A,=909 R
Y o =c. (8)
Policy L L, B, B, r=1
Approx 03065 | 0.5190
A, Actual © © 03071 | 0.5202 The form of the matrices then becomes
B, Actual 125 875 1 0.3206 | 0.5203
C,Actual | 200 900 | 0.3065 | 0.5202 An<C
D, Actual © 875 ] 0.2688 [ 0.5242 by 0 0 -~ 0 07rm1 [ C
0 bg 0 0 0 no CQ
The base state space from which to start (2from above), oo : : n3 | < : . (9)
is the CS policy. This provides the largest possible state spacel o o o bp1 O : Cr_ 1
for a given capacity. In overloaded conditions, the mostlikely | o o o ... 0 ] Lng Cr

state will lie on the boundary imposed by the overall capacity.

For policies which are subsets fif but which include the CS The result is Kelly's same optimization problem over a state
MLS, the blocking will be the same. Fig. 2 shows examples §Pace that is constrained Byn < C, now with A defined by
policies that share the same MLS with the CS policy. Exampleresholds from a complete partitioning policy.

coordinates of the MLS arg; = 125 andn, = 437, where  Using (3) results in blocking for clagsof

values ofr,. are integers rounded from the valuesmffound C.

from (4). Table I shows in the first row the computed blocking B.=1-— (10)
. ; o : bo

probabilities from the asymptotic approximation that will apply

to all policies. These are compared to the actual blocking pratuibject to

abilities computed using Erlang’s loss function for each policy ®

in Fig. 2. The values aof.. in the table are upper limits imposed < < o

on each class in addition to the overall capacity constraint, such 0<CrsbA and Z:l Cr =0 (11)

that
Details of the derivation are given in [7].

byn, < Ly This result is surprisingly simple and very useful. Singe
) o ) o _andb, are constants, the blocking probability of a clagson-
To change blocking probabilities, we require policies whiclection is a simple linear function of size of the partition for that

are a subset of origindl, but which do notinclude the CS MLS. 555 . The interaction between blocking for different classes
Note that all possible policies will be a restriction onthe CS Sta@through

space, but later sections demonstrate that the lowered utilization
of capacity is not significant for the cases considered here.

ZO,:O

C. Asymptotically Equivalent CS and CP Policies r=1

To find policies which optimize weighted blocking asympwhich indicates that for every increasedh to lower blocking
totically, we start with a CS policy, show that a CP policy cafor one class, one or more other classes must decreas€their
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and experience an increase in blocking. @&sincreases for a  Note that (15) includes the constraint for partition sizes from

particular class, its blocking can go to zero. (8)
While it is reasonable to allow blocking for one class to in-
crease to provide better blocking for another class, it is also Z c -0
useful to set limits on blocking for any particular class. The con- — !
straints onC,. from (11) can be modified using (10) with the
following constraints on blocking probabilities: which is derived from the fact that the partition for each class is

defined as
Br, min S Br S Br, max (12)
br”r, max — Cr
to result in the constraints af,
and the boundary of the state space is defined by a single equa-
bpAr(1 = Br max) £ Cp < b0:A(1 — By in)- (13) tion that defines the overall capacity of the system in terms of
effective bandwidths as
In this work, we are concerned with overloaded conditions. It R
is shown in Appendix A that in such conditions, the MLS for the Z byn, <C.
CS state space always lies on the CS boundary. It is also shown r=1

in Appendix A that the MLS for a CP policy will also be on theif a more detailed model of system bandwidth and buffer alloca-

CS boundary (i.e., on the “corner” of the CP region), if tion were used, the constraints for the partitions might include
a system of equations, some of which might be nonlinear. In
brde > G (14 such cases, for example in [30], the form from (15) would be

. . . the same, except for changes to the form of the constraints for
for all ». This means that in addition to all classes together ov artition sizes

Ioadi_ng the ca_pacity, each class overloads it_s partition. N ®ror the case here, all that remains is to show that the CP policy
thqt n (13.)' this alre.ady Serves as a constraint to the. asYR:t results from the above linear program optimizes weighted
totic blocking approximation; therefore, the approximation ca)

b idered ving t loaded diti ocking over all policies, not just over all CP policies. The
€ considered as applying fo overloaded conditions. MLS for the CP state space must be that state which optimizes

D. Asymptotically Optimal CP Weighted Blocking weighted blocking in the CS state space from which CP is a

subset.
With (10), (11), and (13), an optimal CP policy can be de- Consider the optimal CP policy. The MLS is locatediat
rived to minimize the weighted sum of blocking. This can b@ﬁl’ Tia, ..., Tir), and the weighted blocking¥ s, is com-
viewed as starting from a CP policy that is equivalent to thuted from (1) and (5) as
CS policy (from the previous subsection) and modifying the CP R B
pollcytmmprqvg weighted blockl.ng. $tart|ng with thg weighted Wp = Z w, <1 _ ”_v) ) (17)
blocking metric in (1), the following linear program is formed ) Ar
to optimize partitions To reduce the minimum¥ g, one of the adjacent states #0
R must produce lower weighted blocking. Sirngds on the CS
min <_ Z arOr) boundary, all states adjacentidout beyond the CS boundary
—1 cannot be considered. If a state is chosen where numbers in
subjectto C, + s, 1 = Cy max = b An(1 — By min) no class increase, then (17) will not decrease. If some num-
Cy = $1.2 = Crmin = b An(1 — By e bers increase and others decrease, then these states will be on
R ’ ’ ’ or close to the CS boundary. For those states near but not on
Z C, . =C the CS boundary, there will always exist another state that lies
— on the CS boundary that will produce lowéfs than that state,
Chr, Sr.1, 5r2 > 0. (15) because more connections could still be supported. Therefore,

only states that lie on the CS boundary are candidates for im-
Variabless,. ; ands,. » are slack variables for the inequalityprovingWp. All such states, however, would have been consid-
constraints in (13), and, is the ratio of weight to load for class ered in the optimization in (15). The statevould have already

r, found from been chosen to produce the lowest weighted blocking. There-
fore, the result from (15) is the asymptotically optimal policy
v, = b\, = load for class for minimizing weighted blocking, not just over the set of pos-
o — bw),\, I adjusted weight for class (16) Sible CP policies, but over all policies.
T U’I’

In essencey,. is a new load-adjusted weight used for the opt|]—5' Weighted Blocking Optimization Algorithm

mization in (15) which is the original weight divided by the class The linear program given in (15) can also be formulated as
load. This concept of load-adjusted weights is discussed mdhe following algorithm.

in Section I1V-B where guidelines for selecting weights for pri- 1) Compute alk,. = w,./v,. and sort in descending order.
ority classes are discussed. 2) Allocate the minimunt,. to each class.
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3) If Zle C allocated > C, stop. No feasible solution is  In region A, states would have larger; coordinates and
possible for this set of minimuif,.’'s. Constraints on the smallern, coordinates than the MLS. A state in the reging,,
minimumdC,’s come fromC;. in = bpA(1— B, max), Would have coordinates of the form
so maximum blocking probabilities must be higher or

loads(\,.b,.) lower for a feasible solution to exist. na = (ni, 4, n2,4) = (M1 + ki, 2 — kiby —k2)  (18)
4) Find the remainder af’ that can still be allocated, wherek; andk, are integers and the term fap_,; reflects the
R fact that class 2 must at least give up enough capacity to support
Chremaining = C — Z C). allocated- k1 class 1 connections. This new state must be less likely than
-, the MLS, or else it would become the new MLS. Appendix B

i i demonstrates that if the following two relationships are true
5) Find the classy, which has the largest,.

6) Form a newC. for that class by either allocating all of b1 _ )
Clremaining OF INCreasing’,. to its upper limit, whichever AL H (2 — b +14)
would increas&”,. the least, according to i=1 <1 (19)

)\gl (ﬁl + 1)

Cr = Cr, allocated 1 Inin(cremainingv Cr, max ~ Cr, allocated)- and

7) Updatecremaining-
8) If Cremaining = 0, Stop. The set of’,.’s is the optimal

solution. then all of the states in regiofrhave lower likelihood and some

9) If Cremaining > 0, move down the_ list otz, s to the i all could be added to the CP state space to create another
next class. If no more classes exist, stop. No feasible

solution is possible since the sum of the maximGns policy. U_smg t_he same approach for regiBif the following
; . : two relationships are true
is less tharC. Constraints on maximui@,.s come from

M2/ < 1 (20)

Cr max = beAn(1 — By min), SO minimum blocking b
probabilities must be lower or loads\.b,.) higher for A2 H (M1 — by + 1)
a feasible solution to exist. i=1
: . <1 (21)
10) Otherwise, go back to step 5. A (72 + 1)

The above new algorithm is simple to implement on stand
network hardware. Proof that this algorithm produces the op-
timal solution comes from the fact that no modifications to the /A < 1 (22)
set ofC,.s produced from the algorithm would produce a better

Wp. Those classes where an increasgiwould improveWs  then all of the states in regidB have lower likelihood and some
are already at their maximum, while classes where a decregpgy|| could be added to the CP state space to create another
in C,. would |m.proveWB are already at their minimum. Deta|lsp0|icy_ Note that if both regionst and B could be added to
can be found in [7]. _ o the CP policy, the result would be a CS policy and a CP policy

Note also that the effect of this algorithm is to attempt to prQgould have created no improvement.
duce minimum blocking for as many high-priority classes as The approach used here for two classes can be extended to
possible, since (13) shows that selectioipf= C'. max would  mytiple classes using the same method. A later section will
produceB;. in- FOrone class, blocking would be between maiscyss which of these asymptotically equivalent policies would
imum and minimum bounds, and all remaining classes woulgh most useful in practical implementation, where capacities are
have blocking at their upper bounds. This is consistent with Whakt infinite and the policies are not exactly equivalent.
one would expect from the results of a linear program.

G. Asymptotically Optimal Policies Over Multiple Links

F. A Class of Asymptotically Optimal Policies All of the above development has been based on a single link.

Once a complete partitioning policy is found that optimize§his approach can readily be extended to multiple links. In such
weighted blocking, many other asymptotically equivalent pola case, a traffic class would be defined as before by an equiva-
cies can be created that would also optimize weighted blockingnt bandwidth requiremeit. and a priority weightw,.. In ad-
These would form a class of policies, where each shared tfigon, a class would be defined as having all connections have
same most likely state, and, hence, the same weighted blockitigz same endpoints over a fixed route. Therefore, if a network

Fig. 2(b) shows an example of an optimized CP policy fas composed of/ links, each class connection would usé,
two classes. It also shows the CS policy state space from whighits of capacity on a subset of those links between the source
itis a subset and illustrates the MLS. Additional asymptoticallgnd destination, and zero capacity on the other links.
equivalent policies might be formed by removing states from A complete partitioning policy would then be adopted that
the shaded region or adding states from regidngr B. Re- limits the number of connections for each class. The partitions
moving states, however, would be illogical since it would furthexould be selected to optimize weighted blocking within the con-
constrain admission. Therefore, it is important to only considstraints imposed by the capacity on each link. Using a slight
adding states from regionsor B while keeping the same MLS. change in notation from before, the partition size for clags
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defined ag’,, .- and the capacity on link is defined ag’; ;. If  to resources is virtually impossible for all users. A partitioned
we define a parameter set of resources is immune to overloads from the general public.

The problems with such a partitioning approach are twofold,
(23) however, as exemplified in the following quote.

“Radio systems designed and used by emergency
then for link j, management agencies appear to be virtually unused on
a day-to-day basis, yet when a major event occurs, these
same systems are inadequate for meeting the need to
communicate.” [32]

£ = 1 if classr uses linkj
5771 0 if classr does not use link

R
> £inCpr <Cj (24)
r=1

Thus the two problems are:

or generally in matrix form .
9 y « wasted, unused resources on a day-to-day basis;

FC, < C (25) ¢ not enough resource access (i.e., high blocking) during
major events because of large load increases. CP keeps
whereF is the matrix off; . values, and’;, andC; are the vec- other classes from using the high-priority partition, but
tors of partitions and link capacities. The linear program from  also keeps high-priority traffic confined only to the re-
(15) to create optimal weighted blocking then becomes sources in that partition.
R Other policies, for example, UL policies, can increase re-
min <_ Z ar0r> source utilization to address the first problem. These are created
—1 by including states from side regioasor B from Fig. 2(b) as
subjectto G, + 5,1 = Cy. max = bpA(1 — By min) already discussed. In the most extreme case, an upper limit (UL)

policy could be created where all the states in a reglaor B
are included, effectively creating upper limits for some classes
fCp = G and no upper limits at all for other classes (i.e., the higher pri-
Cry 815 Sr,2 2 0. (26) ority classes). See Fig. 2(d), for example, where class 1 could
i . i . _be ahigher priority class where no upper limit was imposed. An
Note that the form of the linear program is virtually |dent|caE per limit policy would share as much of the resources as pos-
to (15), except that partitions must be small enough to be s ble and only impose limits on lower priority classes.
ported t.)y each link on a path-. Note also that the_ pa_rtition forThe UL policy can address the second problem in two ways.
aclass is the-same on every I|nk.. Thgrefqre, admission contﬁogn existing resource management system using CP cannot
need only be implemented at the firstlink (i.e., at an edge noda namically adjust the resources allocated to each class (e.g.,

'?hoet gpstel\i/reljlzymlllirl}l;ubt (e;(r:r?;tisceaﬁ ngr;?ic?glg ttga;gzgra?tti%rg';tZibe%ause the partitioned resources use separate physical facil-
y 9 ities), UL is better simply because it can dynamically adjust.

links on the path, since a partition is allocated for that class QUL policy would alreadv be usina a shared resource. and
each link. policy y 9 '

Once this linear program has been used to produce an opti a%zptatlon to load changes would only involve defining new

CP poli ltiole links. th h b sholds for each class. If the CP system can dynamically
policy over multipie inks, the Same approach as above C&ﬁﬁust, however, the UL policy is still superior because a UL
be used to find other policies which are asymptotically equivi

lent %’olicy would notimplement thresholds for every class. For those
: classes without thresholds, the UL policy would be less sensi-

tive to load changes.

IV. PRACTICAL SYSTEMS USING AN UPPERLIMIT POLICY Fig. 3 compares CP and UL policies and shows the impact

The above analysis applies to networks where the load and edren loading for a high-priority class increases beyond the base
pacity asymptotically approach infinity. This next section corleading for which the current thresholds were defined. The be-
siders realistic systems where the capacity is finite. It addres$@yior under consideration occurs before new load estimates can
the actual implementation of a policy that has been optimizée used to compute new threshold parameters.
based on a weighted blocking metric. In such cases, capacity iSince a UL policy does not impose a limit on the higher pri-
not infinite, so policies that are equivalent asymptotically wilbrity class, its blocking does not increase as significantly as with
not be equivalent. The policies to consider for implementatianCP policy. Blocking for the UL and CP policies is compared
range from CP where all classes have limits to UL policidsased orv; /v2 = 0.1 andw; /ws = 2. At base loading, the
where some classes have no limits imposed. overall load is 1.5 times the capacity and results in blocking for

First of all, it is important to consider reasons for not simplthe high-priority class of about 0.1. The ratio of class 1 load to
using a partitioning approach. Complete partitioning has trhase class 1 load is then varied from 1 (equal to its base load) to
ditionally been the approach used to provide disaster respoidfdimes its base load. Load for class 2 remains fixed. Blocking
communications [37]. This approach is attractive because it gfobabilities start below 0.1 and then grow sharply as load in-
fectively creates pools of resources for priority users that aceeases. Until the load ratio reaches 1.5, the two policies provide
separated from the general public. The public network is usabout equal blocking. Once the load ratio increases beyond 1.5,
ally unable to adequately support defense and disaster recoveswever, blocking for the CP policy is up to 50% higher than
communications because it becomes so overloaded that acéessthe UL policy.

Cr - 87*, 2 = Cr, min — b7)‘7(1 - Br, max)
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IFigd& UL versus CP high-priority blocking for changes to only high—prioritx:ig. 5. Blocking variation as the upper limit on classT2] changes.
oad.

that the UL policy by itself already provides shielding from
1 . . . :
most of the effects of low-priority load fluctuations.
In summary, load fluctuations will affect CP performance
0.8- L i
much more than UL performance, so a UL policy is prefer
Z able for implementation. A CP policy is only effective if par-
g 0.6¢ titions are set to match the exact traffic loading. If a major event
& causes abrupt load changes, however, the CP policy loses its ef-
._§’ 04| ——— CPBlocking | | fectiveness. Also, if a CP policy is implemented from inaccurate
8 - - UL Blocking load measurements, it becomes less effective. A UL policy over-
© comes such limitations.
0.2
Class 1 . - .
i A. Implementation of an Upper Limit Policy
00 2 4 6 8 10 To implement an upper limit policy, the linear program in (15)
Ratio of Class 2 (Low Priority) Load to Base Class 2 Load or the optimization algorithm in Section IlI-E is first used to find
an optimal CP policy. Once optimal partitions are found, the
Fig. 4. UL versus CP blocking for changes to only low-priority load. policy can then be converted into an asymptotically equivalent

upper limit policy by first setting upper limité,. on the number
Fig. 4 shows how blocking changes when only the low-prRf connections per class equal to the partition sZgtrom the
ority load fluctuates. The same loading assumptions as FigORlimization process. Then if clagsmeets the condition
are used. As load increases, blocking for high-priority class 1 in- c. o —b, /by,
creases somewhat for the UL policy, whereas CP blocking does . <—> <1, Vr#k 27)
not change at all because it is using a separate partition. Be-
cause the UL policy does share capacity between classes, flihen the upper limit for that class can be removed. If class
tuations in low-priority load will affect blocking somewhat. No-meets the conditio®; = b Ax, then its upper limit can auto-
tice, however, that UL blocking starts lower than CP blockingatically be removed. See Appendix C for derivation details.
and then approaches CP blocking as low-priority load increasesOptimization results for an example UL policy with two
This demonstrates the fact that UL policies act like CP policietasses are provided in Figs. 5 and 6. The link is overloaded
at high loads, and more like sharing policies at low loads. Fat a ratio of overall load.:, the sum ofv,.) to capacity of
class 2 blocking, the curves for the CP and UL cases are so cl@sd he weight of the high-priority load (class 1) is ten times
they cannot be distinguished from each other. that of class 2 and its load is 1/10 that of class 2. The plots
This figure also provides insight into the use of a Ulshow how the blocking probabilities for each class change as
policy compared to the virtual partitioning policy discussed ithe upper limit on class 2/(;), changes. The optimal value is
Section Il [23]. As low-priority load fluctuates beyond its en<, ,,, = 818. No upper limit constraint is imposed on class 1.
gineered loading, blocking also increases for the high-priority Fig. 5 shows approximate blocking probabilities compared
class. Virtual partitioning uses a trunk reservation approaththe upper limit for class 2; a, decreases from, = 1000,
and seeks to remedy this increase in high-priority blocking focking for class 2 increases gradually while blocking for
imposing a stricter trunk reservation limit on the low-priorityclass 1 drops sharply. Because the high-priority load is smaller,
class. This concept of imposing a stricter limit on a misbehavirsgnall changes id.. make a bigger impact on blocking for that
class could also be implemented using an upper limit polioglass. The flat parts of the curves denote the areas where the UL
This does not appear necessary, however, since Fig. 4 sh@obcy is equivalent to a CS policy; changes in UL thresholds do
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Fig. 6. Weighted blocking variatioi(5) as the upper limit on class Z¢) ~ Weights for the highest priority classes. The linear program in
changes. (15) or the algorithm in Section IlI-E provides as many of those
classes as possible with minimum blocking. In the same way,
not change the most likely state nor the blocking probabilitiegeights for the lowest priority classes could be set to zero; the
The optimization process makes the blocking for class 1 goatgorithm would make as many of those classes as necessary
approximately zero. Fig. 5 also shows actual blocking usirigve blocking at their upper bound.
the Erlang loss function. Most notable is the deviation betweenFor classes of medium priority, the optimization approach
approximate and actual values for blocking for class 1 in thakes into account not only the assigned weights, but also the
area ofL, = 800. For all other areas, approximate values afead for those classes. Classes are ultimately ordered in the algo-
close to actual values. The error in the approximation is on thithm based on their load-adjusted weight, in (15) and (16).
order of1/v/C, whereC is the overall capacity of the link. Classes with higher weights;,., may be given lower prece-
In practice,L, might be set lower thaiLs ,,» = 818, (e.g., denceinthe algorithmif theirloads are high, since thewalue
L, = 780), which would make actual blocking for class icould be lower than another class even if thejrvalue were
nearer to zero and blocking for class 2 slightly higher. higher.

Fig. 6 shows how the weighted sum of blockifgz, changes ~ Two approaches are suggested to assign weights for medium-
with L. By decreasingd., to decrease the blocking on class 1priority classes. The first alternative would be to assign rel-
Wy drops off sharply, since class 1 is weighted more highly. Ttadive priorities usingw, a priori (for example, using values
gradual increase in blocking for class 2 does not significantlythrough 10), and then let the. values serve as arbitration
affectWg. mechanisms between classes. Even if some classes might have

The significance of these results is seen in the reductionarhighera priori priority, w,, thea, values could indicate that
weighted blocking that occurs. By implementing the UL policyif would be more costly to provide those classes with preferred
Wp is reduced from 0.7 to 0.05, only 7% of the weightedlocking performance, since their loads would be higher. The
blocking as without the UL policy (i.e., a CS policy). This issecond alternative would be to assign weights so that the or-
because blocking for high-priority traffic goes from 0.75 talering of load-adjusted weights,., would never result in an
approximately 0. The upper limit policy caused the blocking faerdering different than those faw,.. Strict prioritization could
the low-priority traffic to rise from 0.48 to 0.52, a reasonabléhen be implemented without respect to class loading. These

penalty. weights could be assigned on a logarithmic scale, for example,
so that one class would have a weight 10 or 100 times that of
B. Selection of Weights the next lower priority class. Even if that lower priority class

The use of a weighted blocking optimization function in (1§1ad 0ad much lower, its load-adjusted weight, would not be
provides the opportunity for network providers to balance tH¥gher-
service provided to different classes of customers by direct o
knowledge and manipulation of blocking probabilities. Suds: Resource Utilization
cessful weighted blocking optimization, however, is contingent A valid concern in the use of an upper limit policy (or any-
upon effective selection of blocking weights. Note that thehing other than a CS policy for that matter) is reduced capacity
main consideration (stated in Section IlI-E) is that weightstilization because of artificial limits imposed on some traffic
ultimately determine which classes receive blocking at thaitasses. Setting limits that are well short of the capacity would
minimum bound, which receive blocking at their maximunseem to significantly hamper sharing during normal loading.
bound, and the one class which receives blocking somewh@tas is not the case, however.
in between upper and lower bounds. First of all, it is helpful to consider capacity utilization in
For classes that are considered the highest priority, a weigiverloaded conditions. Fig. 7 shows the reduction in capacity
with a very large value (even infinity) could be used. Optiutilization that would be caused by using an optimized upper
mization results are not sensitive to the specific selection of theit policy in conditions where the overall load is twice the ca-
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b
)

pacity. In such cases, a CS policy would provide 99.9% utiliza-
tion, regardless of the balance of loading between classes. Fig. 7
then shows how much less the utilization would be for a UL
policy, based on various ratios of low-priority load to high-pri-
ority load. As the ratio decreases, lowered utilization increases,

w 1/w W rat=2, v 1/v2=vrat=1/8

H

b
o
T

but only to 3% in this example (i.e., down to 97% capacity uti- 3t
lization). For the benefits seen above in hidly; can be reduced
so significantly, such a small reduction in capacity utilization 25r Slope=0.63
seems to be a reasonable cost. 2|
During normal operations, network loading would be at
less than capacity. During such times, the most important 15}

consideration would be the effect of load fluctuations. One

might choose to implement a UL policy to provide limits that 5 3 y 5 6

assume load fluctuations. For example, if a network’s normal Ratio of Overall Load to Capacity (v,/C)

average loading is 75% of capacity, UL thresholds could be

set assuming twice that (i.e., assuming loading at 150% @§.8. ExtraCS capacity needed versus a UL policy in overloaded conditions.

capacity). When loads were at the base loading levels of 75%,

capacity utilization would be at 75% and blocking probabilitiegroportional amount of new CS capacity would have to be in-

would be very low. The upper limits would not cause anytalled to keep¥ s the same as with a UL policy.

less capacity utilization compared to a CS policy. When loadsFor the case where two classes of traffic are involved and both

fluctuated even to twice their base level, the UL policy coulflasses use the same amount of bandwidth, this linear relation-

still ensure that the optima¥’ (or better) was provided. ship can be derived analytically using the asymptotic blocking
Consider a specific example whefe= 1000, b = 2, b, = approximation method from [31] in (3). The expression for the

1, vi/va = 1/10, wi /w2 = 2, andv; + vz = 750. Use of a ratio of CS capacity to the original capacitycs/C, given a

CS policy would result in average capacity utilization of 750.0ve| of overloadyo/C, is

and.blockmg of3 x 10 16 and2 x 10716, An upper limit policy Cos v <wrat _ Um) < 1+ vy, )

designed for loading of 1500 (150% of capacity) would setan —— = —_— )+ | — ). (28)

upper limiton class 2 of» = 864 and yield capacity utilization C_ ¢ _1 + Wrat 1+ rae

during normal conditions of 750-7.210~% and blocking of ThiSis alinear equation ity /C whereuw,,; andv,; are con-

2 x 10-1% and3 x 10~12. As seen in this simple example, a$tants that signify thg ratio betw.een we|.ght§ a}nd loads for the

long as normal loading is not already nearing capacity limits,f40 classes. The derivation of this equation is in [7].

UL policy will perform no worse than a CS policy; when load The slope of the line in Fig. 8, which we call thecrement

fluctuations occur the UL policy will enforce weighted blocking@tio, is defined from (28) as

-

Ratio of CS Capacity to Base Capacity (CCSIC)

-

optimization criteria. I = Wrat — Urat (29)
1 + Wrat
V. COMPARISON OFEXCESSCAPACITY AND UPPERLIMIT In Fig. 8, the increment ratio is 0.63. A 100% increase in load
POLICIES FORPRACTICAL SYSTEMS would require 63% more new capacity; 160% more load would

, o o require 100% more capacity.

An asymptotic approximation that allows optimization of The equation for the increment ratio in (29) is a linear equa-
upper limit thresholds has been found. While it has advafian iy, and a nonlinear equationin.... The increment ratio
tages over other resource allocation policies and is eﬁ'c'e&‘ianges as the ratio between weights,, is varied and.,. has
to implement, it still must be considered against traditiong| jimit asw,,, tends to infinity ofZ,. = 1. This asymptotic limit

resource management approaches, e.g., using excess capgafilins thata CS policy will never need to increase capacity more
in the network to control blocking, either by overbuilding or bynhan the amount load has increased.

deploying new capacity as the need arises.
B. Typical Conditions

A. Numerical Comparisons of CS and UL The previous subsection provided a comparison of required

The key issue is not whether a CS policy could be impleapacity for CS and UL policies for practical nonasymptotic
mented to provide the same weighted blocking as a UL poliaases. The remaining issue to consider, however, is what range
but rathethow muclcapacity would be required to adhere to thisf overloads, weights, and load ratios could be expected in a
goal. Fig. 8 shows how much CS capacity is needed to providesis scenario.
comparable weighted blocking to a UL policy at various over- It is reasonable to assume a network could have loads up
loads for two classes of traffic. Theaxis denotes the amountto five times its capacity [3] and that high-priority load would
of load compared to the base capacity, andtaeis shows the never be greater than the total capacity of the network. It is
amount of new CS capacity that would need to be installed witllso reasonable to assume that high-priority load will be less
respect to the base capacity. Fig. 8 suggests that a linear réhan load for low-priority traffic. Even in emergencies where
tionship exists between the level of overload and the extra @& high-priority load increases dramatically, the demand for
capacity required. This indicates that for an increase in loadlaav-priority traffic increases as well.
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For values ofw,,; > 5 (weight for the high-priority class 1) CS policies use considerably more capacity than UL poli-
at least 5 times that for the low-priority class) and; < 1 cies. Extra capacity must be deployed at a rate 0.67 to 1.0
(load for the high-priority class less than load for the low-pri- times the amount of the extra load from the disaster.
ority class),,. is between 0.67 and 1.0. If the network experi- 2) Installation of new capacity takes much longer than insti-
enced the maximum expected overload (400% increase in load), tuting an upper limit policy.

a 267% to 400% increase in CS capacity would be required. A3) Typical load surges for a disaster last one or two days, so

150% increase in load would require CS capacity to at least be if installation of new capacity takes too long, it may not

doubled. It can then generally be said that a CS policy would  provide any benefit during the peak loading periods.

require at least double the capacity of a UL policy for the same 4) CS policies provide no knowledge about the use of re-

weighted blocking performance. sources. UL policies provide resource managers with ex-
tensive knowledge and control capabilities.

C. Comparison of CS and UL on Implementation Time Scales

Another potentially more important issue in the comparison VI ExawPLE

of CS and UL policies is the time scales on which they can beTo illustrate the optimal upper limit policy methods proposed
implemented. If capabilities for a UL policy are already installeHere, consider an example that closely replicates the situation
in network hardware, a UL policy can be implemented withithat occurred during relief efforts for the Alfred P. Murrah Fed-
minutes of a major overload. The only delay would be to haw&al Building Bombing in Oklahoma City in 1995 [39]. The
time to assess new load levels. For the CS policy, however,dombing occurred shortly after 9:00 a.m. on Wednesday, April
deploy new capacity when it was needed, it would take at ledss, 1995. Immediately, serious congestion occurred on cellular
several hours and possibly days for this to occur. The use of a téfephone service provided by AT&T Wireless Services [39, p.
policy would result in extremely high blocking for several hour861]. To alleviate the problem, cellular system capacity was seg-
at the beginning of a major event when resources are needeehted into priority and nonpriority services according to a CP
most. Section VI provides an example that illustrates this. gblicy. Priority services were given to the fire department and
should also be noted that the overloads that occur as a restiiter agencies through the use of special telephones that could
of a major event typically are limited to the first day or two olise the priority resources. All others without special telephones
an event [38]. If new CS capacity is not deployed soon enougiould not obtain access to these priority channels. This prioriti-
it might miss the overload period completely. zation mechanism was in place within 90 minutes of the event.
This prioritization of the cellular system was effective at
reducing blocking for high-priority users that had the special
equipment, but blocking for all others was made higher by
When using a CS policy, connections are admitted with rgartitioning. After nine hours at 6:00 p.m., a Cell on Wheels
knowledge about the types of connections and the purposes(f@@OW) was installed in an attempt to alleviate congestion. This
which they are being used. Network operators, therefore, are netv capacity was still not enough, however. A second COW
able to know how their networks are utilized. In a detailed sinwas installed the second day by 6:00 p.m., 33 hours after the
ulation of a disaster condition in [7], a link was considered thavent, which was able to add enough to the total capacity to
was loaded at 5 times its normal capacity. Of the offered logokovide sufficiently low blocking for all users.
89.1% consisted of low-priority traffic. If a CS policy were used, If an upper limit policy had been used, several benefits would
92.7% of the load admitted to the network would come frorave been realized. First, if an upper limit policy and the ticket
low-priority traffic and only 7.3% of the capacity would be usederver architecture had been implemented, lower blocking
for high-priority traffic. Not only is the network overloaded, butwould have been possible to all users within minutes, rather
the few resources that are available are being monopolizedthgn having to wait 90 minutes. Second, all users would have
low-priority users beyond the knowledge or control of the nebeen able to gain priority access to resources, not just those with
work operator. special equipment. Instead of being given special equipment,
If all high-priority traffic was admitted, however, 53.5% ofpriority users would just have obtained priority tickets. Third,
the available capacity could be used for high-priority users. Wiome priority users did not have special equipment, either
an upper limit policy, along with the ticket server architecture ibecause the equipment had not been distributed yet or because
[8], network operators would be aware of the balance betwetttey were not even considered for distribution of the equipment.
classes and could control the way classes are defined and allo/ith a UL policy, all users are assumed to have equipment ca-
cate resources as necessary. For the above scenario, a UL pg@atyle of contacting ticket servers to gain priority access. Users
could have been implemented to give high-priority classes amuld be grouped into high priority and low-priority classes,
cess to the 53.5% of the capacity that they needed with blockithgn upper limits for each class could be set, which would re-
probabilities of approximately zero. duce the need for installation of new capacity. It might still be
desirable to install some new capacity to carry the nonpriority
load, but it would not be as necessary.
Table 1l shows user classes for a scenario that reflects this
The following summarizes the comparison of UL and CS p@xample, making reasonable assumptions when exact data was
lices for practical nonasymptotic conditions. not provided in [39]. Loads are shown for three classes during

D. Knowledge of Resource Utilization

E. Summary of the Comparison of CS and UL
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TABLE I the arrival rate so network operators could have high confidence
TRAFFIC CLASSES FORCELLULAR SYSTEM EXAMPLE that low blocking could be provided to priority users (at the ex-

Toad During pense of upper limits for other classes being set a little too low).
Traffic Class NormalLoad | Disaster From Table Il, which is based on [39], and assuming average call
Relicf holding times of five minutes, in ten minutes approximately 100
Class 1: Users with Special Equipment 15 60 arrivals would occur per class. Using= 0.885 would provide
(High Priority) 90% confidence that the actual arrival rate was less Man.
Class 2: Users without Special 10 40 The results that most clearly highlight the benefit of the UL
Equipment — High Priority . . .
Class 3: Users without Special policy are for users frorr_l clas§ 2 It is not unt!l the 33(d hour
Equipment — Low Priority 15 60 of the event that these high-priority users receive blocking near

zero using a CS policy; blocking near zero is provided within
minutes with a UL policy. Clearly, a UL policy coupled with

TABLE Il the ticket server architecture could have a dramatic effect in this
BLOCKING PROBABILITIES FOR CELLULAR SYSTEM EXAMPLE type of disaster situation. Scenarios are also developed in [7]
Time | csp ULB cSB ULB CS B ULB that show the benefits of a UL policy for multimedia connec-
1 1 2 2 3 3 1 H
zgg:;:; Class1 | Class1 | Class2 | Class2 | Class3 | Class3 tions on broadband landline networks.
Before | 1x10% N/A 1x10°% N/A 1x10°® N/A
Event VII. SUMMARY
oo;-)izs g;; o~.207 gg; 0~'207 gg; 8'23 This work showed that the benefits of prioritized resource
159 0.02 =0 0.51 20 0.51 0.67 allocation can be realizeq using simple algorithms: The paper
9-33 0.02 ~0 0.23 ~0 0.23 0.17 presented a new UL policy methodology that optimized UL
33+ 0.02 ~0 0.03 ~0 0.03 0.17 thresholds to provide preferred connection admission to high-

priority traffic classes based on a weighted sum of blocking

» . . ._metric which had not been used before. The UL policy had al-
normal conditions and during disaster recovery efforts. It is al%'ady been found to have many advantages, especially when

tSr:J medhtha:tt:‘he disaster rec_:o:j/ery load levels remain ConStﬁan to explicitly control blocking. Here a new optimization
roughout the recovery period. formulation for upper limit policies was derived from Kelly's

Using theti_meline tha'_[ g_ctually occe urred [39], Table il ShoWﬁpproximation for asymptotically large networks [31]. The re-
the CS blocking probabilities experienced by each class durlg it was a simple linear program and a simple algorithm that

the various time periods. Normal capacity is assumed to be s an optical CP policy and then uses a UL policy for prac-

chlan.nels. V.Vh.e N g:apacﬂy Is partitioned after 15 hoursz h,'gtleaI implementation for an arbitrarily large network with an ar-
priority traffic is given 70 channels and low-priority traffic 'Sbitrarily large number of classes

given 50 channels. These 50 channels expand to 80 and 11(ilhiS paper was the first to compare the amount of capacity

channels with th.e f.|rst and sec_ond COWS needed to implement resource policies and their sensitivity to
When the priority mechanism is initiated at 1.5 hou_rﬁoad variations. The upper limit policy was demonstrated to use
block!ng for class 1 goes down from 0.27 to 0.02, Wh"?ess than half of the resources of complete sharing to provide
blocking for a]l others goes up from 0'27. t 0.51. The fIrSéomparable weighted blocking during typical disaster overload
COW at the ninth hour only reduces blocking t(.) 0.23, but thfi)nditions. The UL policy was also demonstrated to be less sen-
second COW_at the 33rd h_our re_du_ces blocking tp 0.03. jtive than complete partitioning to the large load variations that
second COW is necessary since priority users were includec,ith oeeurin high-priority traffic. When implemented along with
the group of users who did not have special e_qument. ._the ticket server architecture in [7], public networks will be able
Table 1ll also shows what would happen if an upper IImllto give preferred access to resources so that the important needs

pollcy'were |mplement§d. To respond quickly to thg disaster, 4t society can be addressed when disasters or other special needs
ten minutes, a load estimate could be used to assign new uppel,

limit thresholds to set blocking for the two priority classes to
approximately zero. Over the next 60 to 90 minutes, the esti-
mates could be refined as more arrivals occur. By 90 minutes,
the lowest priority class would have blocking of 0.67. If a COW Overloaded conditions have been defined [32] as

is installed to reduce the blocking for the lowest priority class, R

it could reduce blocking to 0.17. Use of a second COW might Z bpAr > C. (A-1)

not be necessary, since blocking would be approximately 0 for o

high-priority classes and 0.17 for low-priority users. L )

An arrival rate estimata can be found by computir as the When mean holdmg times ar.e.equ_al to one, the most likely §tate
average ofV interarrival times seen from requests at the tick&symptotlcally,n, for CS policies is always on the constraint
server [8]. Assuming arrival times are stationary and exponefRundary
tially distributed, T would be anN-stage Erlang random vari- R
able with meari /A and standard deviation af (\V/N). Then Z b, = C. (A-2)
Anigh could be settd /(vT'), v < 1, which would overestimate

APPENDIX A

r=1
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This can be shown by using Kelly’s equation in (3) with thevhich is the general state in regioh na from (18), with one
constraint more class 1 connection, then we find the ratio

R ,N(n/ ) )\ﬂl—l—kl—l—l)\ﬁz—(k‘l-l-l)bl—kz
> b, <C (A-3) AL = | - 2
r=1

7T(IIA) )\?1+k1 )\gZ_klbl_kZ

which determines the structure Af, resulting in « < (n1 + k1)! (72 = kaby — ko)t )

R (M1 + k1 + D72 — (k1 + Dby — k2)!
min Z Ape"¥ 4+ Oy b
=1 M ] P2 = by +i = kiby — ko)
subjectto y > 0. (A-4) =1 (B-4)
- by } )
The variabley is the Lagrange multiplier from a nonlinear Ag (L + k1 +1)

optimization problem for finding the most likely stateThis ratiois always less than (B-2), since the numerator of (B-4)
Kuhn—Tucker conditions [40, page 314] can be used to deté&-smaller than the numerator in (B-2), and the denominator is
mine if the constraint is active at the optimal point (i.e., thiarger for allk; greater than 0 andl, greater than or equal to
most likely state lies on the constraint boundary)y, K= 0, the 0. Therefore, every state is less likely than the state in (B-1) if
constraint need not be active.yf = 0, however, the optimal (B-2) is less than 1.

solution becomes Second, consider the following state which corresponds to
R removing one class 2 connection from the MLS
2, = o) n) = (m, 7~ 1) ®-5)

This result violates the definition of overloaded conditions frorlr]; the following ratio using (6) of its state probability to the state

(A-1); thereforey > 0 must be true and the constraint is nece?—mbalblllty of the MLS am is less than 1
sarily active. Hence, the most likely statg,for the CS policy - (n2>) AT\ .
must be on the constraint border for asymptotically large net- = < 1 72 ) < L-7e2: )

works in overloaded conditions. 7 (1) ATTAG? ml(nz —1)!
Using a similar approach, conditions can be derived where _N2 (B-6)
the MLS for a CP policy is also on the boundary of the CS Az’

region (i.e., on the “corner” of the CP region). It would requirghen this state is less likely than the MLS. Now if we consider
all CP constraints to be active, necessitaing> 0 for all R he following state

constraints from (9), sé. A\, > C, forall r.
Ili,& = (ﬁl + kl,ﬁg — klbl — kg — 1) (B-7)

APPENDIX B which is the general state in regioh ns from (18), with one

This Appendix shows that if two particular states within reless class 2 connection, then we find the ratio

gion A of Fig. 2(b) are less likely than the MLS of the CP policy, (n) AT+ y T —hibi—ho —1
then all states within region are less likely. Some or all of them AL — < 1ﬁ o 25 I — )
can be added to the CP region to create a new policy with a re- m(na) ApTTTEAE
gion that has the same MLS. (11 + k)T — by — ko)l
First of all, consider the following state which corresponds to X <(ﬁ ) (7l — Fiby — Foa — 1),)
adding one class 1 connection to the MLS (assunbing= 1 LR AL T e T AR
andb; > 1). _n2— k)l\:l — k2' (B-8)

1) _ = . - . o . .
ny = (MLm= by). (B-1)  This ratio is always less than (B-6), since the numerator is

gmaller than the numerator in (B-6) for &l| greater than or
equal to 0 and:, greater than 0. Therefore, every state is less
likely than the state in (B-5) if (B-6) is less than 1.
7r (ng)) At T2 —b 71 Vo ! In conclusion, if (B-2) and (B-6) are less than one, then states
= L 2 12 (1) (2 i
NG <(ﬁ D) s — b ),) n,’ andny’ are less likely than the MLS and all other states
L2 ! AT with more class 1 connections and/or less class 2 connections

" are less likely thamg) and nf). Some or all states can be

If the following ratio using (6) of its state probability to the stat
probability of the MLS afn is less than 1

(1)

A1 H (72 = by +1) included in another policy that will have the same MLS and,
”=t (B-2) hence, the same asymptotic blocking.
)\21 (ﬁl + 1)
then this state is less likely than the MLS. Now if we consider APPENDIX C

the following state This section provides details on removing limits of a CP

ny = (M1 +k +1, 72 — (k1 + 1)by — k2) (B-3) policy to convert to a UL policy ofR classes of users. The
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basic approach is to find the most likely state from the optimhk met, since&,. < b,.A,. will be true for all». This corresponds
complete partitioning policy, then remove one constraifit, to a classt where the CP optimization process has sought to
and see if a change occurs in the most likely state. The fommake blocking from (10)

of the constraint matrices then becomes the original makrix C,

with a row removed for constraiiiy, and a new row added for By=1- o =0 (C-7)

the overall capacity constraint. By using equation (3), using o Rk .

to denote the Lagrange multiplier for eah constraint, angy 1 herefore, no upper limit need be imposed on any class where
to denote the Lagrange multiplier for the capacity constraint,blOCk'ng was intended to be zero from the optimization process.
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