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Abstract- The emerging packet network architectures
with decoupled service plane and transport plane may play a
prominent role in the future. Traditional packet network ar-
chitectures are primarily concerned with providing quality
"pipes" (better QoS, high bandwidth, more efficient and re-
liable transport, etc.). The emerging architectures shift the
focus towards networks that readily enable new advanced
services and allow operators to have deep control over their
networks. We describe related architectures with decou-
pled service and transport planes that are currently being
addressed by various standards development organizations
such as 3GPP, 3GPP2, ETSI TISPAN, ITU-T NGN, Packet
Cable and MSF. We explore various issues that need to be
considered with these network architectures with a focus on
resource management.

I. INTRODUCTION

Packet network architectures have been and will be con-
stantly evolving to adapt to new applications, services and
requirements. In the past, newly developed packet network
architectures have been mainly focussed on the transport
plane, whose purpose is to deliver user packets' end-to-
end and manage transport resources such as bandwidth,
buffers, packet processing elements, etc. QoS information
needed for dynamic resource management may be propa-
gated at the transport plane, typically via a transport-plane
signaling protocol (e.g., RSVP [1]). Examples of such ar-
chitectures include ATM and MPLS.
We believe we are now entering an era where a new

form of packet network architectures will receive in-
creased attention. End user devices are becoming more in-
telligent and many are now capable of initiating innovative
services. One example comes from devices that are capa-
ble ofexchanging Session-Initiation-Protocol (SIP) signal-
ing messages to initiate services [2]. These signaling mes-
sages are forwarded by SIP proxies over a service plane,
whose purpose is to transfer application-level messages
and enable a rich set of services such as IPTV, push-to-talk,
instant messaging, multimedia, on-line gaming, etc. When
negotiation at the service plane is successful, the end user

'In this paper, user packet is equivalent to bearer, media or data
packet.
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devices often exchange additional users packets over the
transport plane. The crucial point in these architectures is
that the service plane and the transport plane are decou-
pled: (1) the service plane is aware of the service-related
information pertaining to user requests but is ignorant of
the transport resource information, and (2) the transport
plane is aware of its own transport resource information
but is ignorant of the service-related information.

There are other desirable characteristics to these archi-
tectures besides facilitating service creation. The architec-
tures allow a single service protocol at the service plane
to work with heterogeneous technologies at the transport
plane (e.g., cable network, DSL access network, EPON,
etc.), or multiple service protocols at the service plane to
work on a single IP-based network (e.g., MPLS) at the
transport plane. The architectures also allow some func-
tions in one plane to be modified without impacting the
other plane. However, decoupled network architectures in-
troduce new challenges - the most outstanding being the
coordination problem. For instance, while end users nego-
tiate services and specify the required QoS level at the ser-
vice plane, the actual user packets are transferred between
the users at the transport plane. If there is no coordina-
tion between the two planes, it is possible that the trans-
port plane may not be able to satisfy the requested QoS
level. To solve this coordination problem, various stan-
dards development organizations (SDOs) have proposed
a functional entity that has a northbound interface to the
service plane and a southbound interface to the transport
plane [3]-[11].

Fig. 1 illustrates an example of how the coordination
works for the network architecture with decoupled service
plane and transport plane. Before service can be delivered,
both end users exchange application signaling messages
over the service plane. These signaling messages are for-
warded by Application Functions (AFs), which could be
SIP proxies if the signaling is based on SIP. For the co-
ordination with the transport plane, an AF in the service
plane would contact a Resource Control (RC) to request
an authorization for the service. The request contains rele-
vant service information needed, such as resource require-
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Fig. 1. Architecture with decoupled service and transport planes
and the resource control that provides the linkage between
the two planes.

ment, for authorization. If the authorization is granted, the
RC will provide some instructions to the network elements
(NEs) at the transport plane so that certain resources can

be configured, reserved and enforced for the user packet
flow(s) associated with the service. The contacted NEs are

typically those residing at the network edge. If authoriza-
tion is successful, the end users will eventually be notified
and transfer of user packets with guaranteed QoS over the
transport plane can begin. Although any technology at the
transport plane can be used, in this paper we assume that
the transport plane is IP-based.

In Sec. II, we review various standards that deal with the
coordination problem between the service and transport
planes. We discuss issues that arise with the architectures
in Sec. III. We point out that different phases and models
for resource control present some interesting challenges.
Because QoS templates at the service and transport planes
are incongruent, a mapping of these templates is needed.
To further clarify the operation of a network with decou-
pled service and transport plane, Sec. IV provides exam-

ples of how control messages are being exchanged hori-
zontally within the service plane and vertically between
the two planes via the RC. We conclude in Sec. V and
contemplate future research topics in QoS control for net-
works with decoupled service and transport planes.

II. RELEVANT STANDARDS ACTIVITIES

In this section, we provide an overview of the relevant
standards that deal with the function that provides the coor-

dination between the service plane and the transport plane.
As all the standard activities are still ongoing, it is likely
that some functions in the architectures will evolve in the
future.

A. 3GPP PCRF

The third Generation Partnership Project (3GPP) con-

sists of partners (national standard bodies), whose main

goal is to produce technical specifications for 3rd gener-
ation mobile systems based on evolved GSM. The 3GPP
output is massive and diverse. In this paper, we will only
focus on the relevant output pertaining to the RC.

The work in 3GPP has been evolving with the most
recent release (Release 7) defining the functional entity
between the two planes called Policy and Charging Rule
Function (PCRF) [3]. The PCRF has an interface to the AF
residing at the service plane, and an interface to the wire-
less access gateway residing at the transport plane. The
gateway is called Gateway GPRS Support Node (GGSN).
The main objective of the PCRF is to interpret the re-
quest from the AF containing the service information, and
use this information to apply policy and charging control
(PCC) to the gateway. The policy control contains gate
control (allowing or blocking certain user flows) and QoS
control (e.g., packet marking and resource enforcement).
The charging control instructs the gateway on how certain
user flows are to be metered (volume based or time based)
and charged (offline or online). The work in 3GPP is lim-
ited to a specific wireless access network application.

B. 3GPP2 SBBC

3GPP2 is similar to 3GPP, except that it is focussed on
CDMA wireless systems. The work in 3GPP2 pertain-
ing to the RC tracks the corresponding 3GPP work very
closely. The differences mainly come from the terminol-
ogy. For example, the capabilities of the entity providing
the coordination is called Service Based Bearer Control
(SBBC) in 3GPP2 [4], instead of PCC in 3GPP. Also the
PCRF in 3GPP2 is composed of two entities called Pol-
icy Decision Function (PDF) and Charging Rule Function
(CRF). However, the overall functions and protocols are
almost identical to those defined in 3GPP, including the
PCC and SBBC. The gateway that is controlled by the
PCRF is called Packet Data Serving Node (PSDN).

C. ITU-TRRACF

In the ITU-T Next-Generation Network (NGN) archi-
tecture, the RC is called the Resource and Admission Con-
trol Function (RACF), which is envisioned to be an arbi-
trator for QoS between Service Control Functions (SCFs)
residing at the service plane and Transport Functions (TFs)
residing at the transport plane [5]. Unlike the limited appli-
cability of the RC equivalence defined in 3GPP or 3GPP2,
the TFs may reside in access or core networks and deal
with wireless or wireline applications. Fig. 2 shows the
functional architecture of RACF.
RACF contains two functional entities: Policy Decision

Functional Entity (PD-FE) and Transport Resource Con-
trol Functional Entity (TRC-FE). The TRC-FE is an entity
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Fig. 2. RACF functional architecture.

that does not exist in 3GPP or 3GPP2. Its main purpose is
to collect network resource information and possibly apply
admission control on the resources. The TRC-FE allows
for the "domain-wide" resources (as opposed to "gateway-
specific" resources in 3GPP or 3GPP2) to be monitored
and applied for the purpose of admission control, thus en-

abling RACF to also work within a core network. Based
on the service information from the SCF, resource infor-
mation from the TRC-FE, local policy rules and subscrip-
tion information, the PD-FE performs the final policy and
admission control decision. RACF also defines a variety of
features that it can install at the Policy Enforcement Func-
tional Entities (PE-FEs), including gating, packet marking,
policing, firewall selection, and Network Address and Port
Translation (NAPT). However, the PD-FE at this point has
not incorporated a charging function yet.

D. ETSIRACS

Resource and Admission Control Subsystem (RACS)
is an ETSI standard that provides control services within
the access networks and at interconnection points between
core networks [6]. Fig. 2 shows the functional architec-
ture ofRACS with service plane consisting of Application
Functions (AFs) and the transport plane consisting of Re-
source Control Enforcement Functions (RCEFs) and Bor-
der Gateway Functions (BGFs).
As in RACF, RACS also contains two functional enti-

ties: Service-based Policy Decision Function (SPDF) and
Access-Resource and Admission Control Function (A-
RACF). The SPDF performs similar functions as the PD-
FE in RACF and may interact with the A-RACF and/or
BGF depending on the service information received from
the AF and its local policy rules. The A-RACF is differ-
ent from TRC-FE. The A-RACF receives requests from
the SPDF and performs policy and admission control for
an access network. If control is passed, the A-RACF will

RCEFBG

Transport layer

Fig. 3. RACS functional architecture.
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Fig. 4. PacketCable functional architecture.

install the decision to the RCEF. There could be different
instances of A-RACF, each dealing with a different access

network type.
The BGF provides an interface between two network

domains (access-core or core-core), and supports the fol-
lowing functions: gating, NAPT, NAT traversal, packet
marking, resource allocation, policing and usage metering.
The RCEF is a specific type of BGF that sits in an access

network or at one of its edges. Functions supported by the
RCEF include gating, packet marking and policing.

E. PacketCable PS

PacketCable is specified by CableLabs for providing
multimedia services over DOCSIS 1.1 or greater access

network [7] [8]. PacketCable Release 2 relies on 3GPP
(Release 6) for the service plane implementing IP Multi-
media Subsystem (IMS) [12]. Fig. 4 depicts the simplified
functional architecture of PacketCable Release 2 without
the service plane, which is provided by IMS [8].

The Application Manager (AM) is mainly responsible
for determining the QoS resources needed for a session
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based on the information it receives from an IMS element
(not shown in the figure) called Proxy Call Session Con-
trol Function (P-CSCF). The Policy Server (PS) is equiva-
lent to the RC. It receives requests from the AM and apply
policy decisions to the CMTS, which resides at the trans-
port plane. The interface between the PS and the AM (or
CMTS) is specified in [9].

F MSFBM

The Multi Service Forum (MSF) is an organization con-

sisting of service providers and vendors. Its primary focus
is on developing implementation agreements that comple-
ment standards specified by other SDOs. Early work was

targeted to architectures with separate control and switch-
ing functions such as a separate media gateway controller
that can control one or more media gateways [10]. Recent
work is aligned to the architecture with decoupled service
and transport planes [11 ]. Fig. 2 shows the simplified func-
tional architecture ofMSF Release 2. Other functions such
as application servers and service broker are not shown for
clarity.

The Call Agent provides call-control functions such as

session setup, session tear-down and session control. It
interfaces with the service broker for value-added ser-

vices and interfaces with the Bandwidth Manager (BM) for
bandwidth allocation. The BM is the entity that provides
the coordination and assures QoS for each given service.

III. ISSUES AND CHALLENGES

As evidenced by the considerable standard activities,
the preceding section underscores the significance of the
emerging architectures with decoupled service and trans-
port planes. In this section, we present important research
issues pertaining to the role played by the RC.

A. Transport Plane Resources

Because different standards focus on different NE types
or network technologies, they typically define different re-
sources that need to be controlled by the RC and enforced
at the transport plane. Nevertheless, there are some re-
sources that are common.
One concept that is common at the transport plane is that

of gating. A gate is a data-path construct residing in an NE
at the transport plane that contains a variety of resources
that are to be controlled by the RC. For example, the QoS
resource may contain packet marking, policing, shaping
and other traffic management elements. The charging re-
source may contain various types of usage-based meters.
The Network-Address-Translation resource may contain
various types of internal-external mapping of addresses
and ports. A gate typically also contains packet classifiers
and operates a binary switch that can be opened to allow
packets matching the classifying rules to pass through or
closed to block the packets.2 Note that the NE may contain
other data-path resources that are not controlled by the RC;
for example, forwarding information base. Such resources
will not be covered in our discussion.

B. Resource Control Phase

The preceding section describes different types of re-
sources (e.g., QoS, charging and security) that the RC
needs to control. In this paper, we mainly focus on QoS
resource. QoS resource control performed by the RC for
a given session can generally be categorized into three
phases [5][13]:
. Authorization: The phase when the amount of QoS re-
source is authorized based on policy rules and subscription
information. Service-based admission control may play a
role in this phase.
. Reservation: The phase when the amount of QoS re-
source is reserved based on the authorized resource, the
requested QoS resource and current resource availability.
Resource-based admission control plays an important role
in this phase. If admission control is successful, the re-
quested resource will be reserved, but the associated gate
remains closed. The resource that has been reserved but
not committed may be used for best-effort traffic, but may
not be used for higher quality traffic as it may be pre-
empted when the resource is committed.
* Commitment: The phase when the amount of QoS re-
source is committed (and enforced) for the user flows when
the associated gate is open. This is when the packets asso-

2Alternatively, packets may be passed through without giving them
with high-quality service; e.g., they may only receive best-effort ser-
vice. Opening a gate is sometimes referred to as setting up a pinhole.
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ciated with the gate are allowed to pass through. Normally,
usage-based meters for billing start recording only when
the gate is open.
From the above definition, the amount of the reserved

resource clearly should be less than or equal to the amount
of the authorized resource. For example, an initial request
from the AF for a given subscriber may be authorized by
the RC with a maximum of 10 Mbits/sec. When a sub-
sequent request indicates that the requested resource is 2
Mbits/sec, this amount will be checked by admission con-
trol against current resource availability. If admitted, the
amount of the reserved resource will be 2 Mbits/sec. In
general, the amount of the committed resource is equal to
the amount of the reserved resource. In some cases, the
amount of the committed resource can be less than that of
the reserved resource. For example, this may happen when
reservation may have to deal with a list of codecs while
only one codec is known to be active at the commitment
phase.

Although there are three phases for QoS resource con-
trol, they need not be executed separately in practice. For
example, for services where the delay between request and
service delivery should be minimal, authorization, reser-
vation and commitment of resources may need to be com-
bined and executed in a single phase. For some services
such as interactive voice calls, a two-phase execution pro-
cess may be necessary. For example, authorization and
reservation may be combined and made before the callee
is alerted in order to prevent "ghost ring" [14]. Resource
commitment is made only after the callee "goes off-hook".
Finally, authorization, reservation and commitment of re-
sources may also be executed in three different phases
when transport resource is scarce and there is a significant
delay between authorization and reservation.

It is sometimes mentioned that the two-phase process
(reservation phase followed by commitment phase) is less
efficient in terms of bandwidth than the single-phase au-
thorize/reserve/commit process (e.g., see [15]). Although
this may impact efficiency measurably when the delay be-
tween reservation and commitment is substantial, another
more significant problem is that the single-phase process
applies charging before the callee goes off-hook if com-
mitment is also made in the first phase. This is clearly
unacceptable if the service is never provided because the
callee does not answer.
Note that admission at the authorization phase does not

guarantee admission at the reservation phase. On the other
hand, reservation generally leads to successful commit-
ment. Because resources are held but not used at reser-
vation, it appears possible to mitigate this resulting ineffi-
ciency by permitting, with small probability, reservation to

Fig. 6. Control flows in the push model.

lead to failed commitment later.

C. Resource Control Model

Resource control model describes the flow of control
messages between various components from the time a
user initiates a request to the service plane until the service
is enabled at the transport plane so that the corresponding
user packets receive appropriate treatments. There are two
models that have been identified [5] [8].

The first is the push model, as shown in Fig. 6. Here,
the user first sends a service request message (e.g., SIP in-
vite) to the service plane (step 1). Normally, one of the
AFs at the service plane derives the service information
in the request message and sends a request for authoriza-
tion and reservation to the RC (step 2). The RC performs
the necessary admission control. If the admission control
passes, the RC pushes the information needed to install the
gate in the NE(s) and commit the resource at the transport
plane (step 3). Acknowledgements (not shown in the fig-
ure) are returned from the NE to the RC, from the RC to
the AF and eventually from the AF to the user, which can
then start transferring its user packets over the transport
plane. Note that the push model can generally work in any
number of phases.

Fig. 7 shows the alternative pull model. As in the push
model, the user first initiates the request to the AF at the
service plane (step 1), which then sends a request for au-
thorization to the RC (step 2). If the request is authorized,
the RC may return an authorization token in the acknowl-
edgement (step 3), which will be forwarded to the user.
An example of an authorization token is described in [16].
Upon authorization, the user sends a transport-plane sig-
naling message (e.g., via RSVP with the authorization to-
ken carried in the policy-data object of an RSVP message
[17]) to perform reservation (step 4). The signaling mes-
sage triggers one or more NEs at the transport plane to
pull the information needed to install the gate by send-
ing a request message to the RC (step 5). The NEs may
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also perform admission control to determine the amount
of resources for the reservation. After determining that the
authorization token received from the NE correlates with
the one authorized and issued previously, the RC returns
the gate information to the NE (6). Finally, the NE can

acknowledge the signaling request (e.g., via RSVP Resv
message) back to the user, indicating that the reservation
is successful. Note that the above pull model requires at
least two phases.

It is worth noting that not all users can freely select be-
tween the two models. For example, user devices that can

only negotiate QoS information at the service plane (e.g.,
via SDP [18]) can only support the push model. User de-
vices that can negotiate QoS information at the transport
plane but not at the service plane can only support the pull
model.

In a practical deployment, it is likely that a mixed envi-
ronment contains sessions operating in both push and pull
models. Thus, the challenge is to design an effective sys-

tem that can coordinate admission control initiated by two
different planes.

D. QoS Templates at Service and Transport Planes

It is clear from the preceding section that QoS template
can be described at the service and transport planes. The
main purpose of this section is to highlight the differences
that QoS templates are described at the two planes. The
objective of the RC is to reconcile the differences when
performing admission control and providing gate informa-
tion.

Currently, Session Description Protocol (SDP) is the
most dominant standard that can be used to describe QoS
template at the service plane. SDP session description is
typically conveyed in certain SIP messages. The session
description consists of a session-level description and one

or more media-level descriptions. The media-level de-
scriptions, which describe the QoS information of each
media flow belonging to a session, are mostly pertinent to

the QoS template at the session level. We will only give a
brief overview of the media-level descriptions through an
example (see [18] for detailed information).

Suppose a user (user 1) wants to establish a session with
another user (user 2) that consists of three types of media
(voice, video and data), user 1 may describe its session
in an SDP offer [19] as follows (part of the session-level
description is not shown for brevity):

c=IN IP4 192.128.1.10
t=0 0
m=audio 49100 RTP/AVP 0
a=sendrecv
m=video 49536 RTP/AVP 31
a=sendonly
m=application 36700 udp wb
a=sendrecv

The message describes the media flows with the corre-
sponding user 1's receiving port information, media types
and attributes. For example, the third line indicates au-
dio media with receiving port 49100 and RTP/AVP trans-
port using audio/video profile carried over UDP. The digit
'0' indicates that the payload type is p-law PCM sampled
at 8000 Hz [20]. The attribute in the 'a=' lines indicates
whether the user would like to send, receive, or send and
receive. The attribute can also describe other information
such as proposed bandwidth, packetization time, etc.
Note that at this point only the information from user 1

is known. When user 2 receives this information, it may
return an SDP answer as follows:

c=IN IP4 204.150.20.68
t=0 0
m=audio 48710 RTP/AVP 0
a=sendrecv
m=video 48010 RTP/AVP 31
a=recvonly
m=application 31535 udp wb
a=sendrecv

At this point, the AF has the complete QoS template for
the session, which is needed by the RC to perform admis-
sion control.

In other cases, user 1 may indicate a list of codecs for a
given media flow in its offer; for example, with codec list
{1, 2, 3, 4, 5 } such as:

m=audio 3587 RTP/AVP 18 96 2 15 0
a=rtpmap:96 i:LBC/8000
a=sendrecv
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The list indicates the order of preference with the first
one being preferred. The list also allows a user to switch
to a different codec in the list in the middle of a session.
When user 2 receives the offer, it may respond with its
own answer; for example, with codec list f1, 2, 5 }. In this
case, admission control must be able to take into account
the possible codec { 1, 2, 5 } being used during the session.

At the transport plane, the QoS template generally de-
pends on the specific network technology. In general, IP
QoS supports absolute QoS where certain performance
objectives such as delay, jitter and packet loss can be
achieved, and relative QoS where only relative services are
provided. Absolute QoS relies on admission control and
policing to guarantee the performance objectives. In such
a case, the QoS template may include marking informa-
tion, policing information, bandwidth information and per-
formance metrics. Relative QoS may only rely on packet
marking with appropriate scheduling, so marking informa-
tion may be sufficient in the QoS template.

E. QoS Mapping

The preceding section illustrates different QoS tem-
plates at the service and transport planes, and consequently
mapping of QoS templates is necessary.
As SDP is one of the possible templates that can be

used at the service plane, it may be argued that mapping
is needed to arrive at common service information that de-
scribes the QoS template at the interface between the AF
and the RC. To take to another level, we may also argue
that common transport information is needed to describe
the QoS template at the interface between the RC and the
NE. The transport information may be further mapped to
another template specific to each technology at the NE
(e.g, MPLS QoS, Ethernet QoS, etc.).

There are issues in derivation of service information. On
the one hand, minimal information that is common to most
QoS templates at the service plane may be preferred to
simplify the interface protocol. On the other hand, since
admission control may work poorly if crucial information
is omitted, it may be useful to provide all the information
contained in the original session description.
As an example, 3GPP uses relatively simple mapping

rules from SDP to service information [21]. For each
media component (the 'm=' line) in the session, the AF
roughly perform the following mapping to the service in-
formation:
* The direction attribute is mapped to "uplink", "down-
link" or "both".
* The bandwidth attribute is mapped to Max-Requested-
Bandwidth in units of bits/sec, for each direction.
. The media types are mapped to different QoS classes.

For example, audio or video media type is generally
mapped to class-A QoS, except for uni-directional flow
which is mapped to class-B QoS. Control is mapped to
class-C QoS and data is mapped to class-E QoS.
We see that the simplicity of this mapping has some

drawbacks. First, since traffic parameters that are needed
for policing are not mapped, absolute QoS cannot be pre-
cisely provided. Second, the mapping does not take into
account the choice of multiple codecs.

Another contrasting example comes from PacketCable
where it only specifies the mapping from SDP to RSVP
QoS parameters rather than to service information [13].
Specifically, the mapping derives: bucket depth (b), bucket
rate (r), peak rate (p), minimum policed unit (m) and max-
imum packet size (M) for the TSpec, and the reserved
bandwidth (R) for the RSpec. For example, for G711
codec with packetization time of 20 ms, the correspond-
ing values for the TSpec are b = m = M = 200 bytes
and r = p = 10,000 bytes/sec. The reserved band-
width in the RSpec is R > r. When multiple codecs
are involved, the mapping uses the "Least-Upper-Bound"
method to guarantee the QoS of any active codec. Fig. 8
shows the comparative performance oftwo admission con-
trol approaches. In the first case, the bandwidth reserved
for each session is based on the Least Upper Bound (LUB)
of all codecs that can be used during the session. The sec-
ond case with statistical multiplexing allows for the total
bandwidth requirement to exceed the total reserved band-
width by a small probability (10-6). The total number of
sessions is assumed to be 100. The results show that sub-
stantial savings in the amount of bandwidth that needs to
be reserved can be gained by using a better representation
for the service information and by designing an appropri-
ate admission control technique.

In summary, a systematic methodology is needed to find
mapping procedures that are flexible for different types of
service and transport planes, and that incur little or no loss
of information so that resources can be efficiently reserved.

F Admission Control

Admission control is one of the most important func-
tions in the ITU-T RACF and ETSI RACS standards. Al-
though admission control can principally be applied at any
element in the architectures with decoupled service plane
and transport plane, the RC is normally the main entity
that is involved in admission control. In many cases, the
NE at the transport plane may also participate in admission
control.

In one approach, the RC may perform service-based ad-
mission control based on service information from the AF,
subscription information and local policy rules. Observe
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that service-based admission control can only be used to
perform the authorization but not reservation phase. If ad-
mission fails, the RC will directly reject the AF request.
If admission passes, a check against resource availability
at the transport plane is needed in the reservation phase.
If the RC does not have access to the resource availability
information, the RC may send a request for admission con-

trol to another entity; for example, the TRC-FE in RACF
or the NE at the transport plane. This entity then performs
resource-based admission control based on transport in-
formation received from the RC and resource availability
information that the entity gathers using its own means. It
is to be noted that although multiple entities may perform
admission control, the RC is the entity that makes final de-
cision.

Clearly, prior work on admission control, including
accounting-based admission control and measurement-
based admission control, may be applicable to the present
context. However, there are distinct differences in the way
the QoS request is defined, including the richness of a ses-

sion description with multiple media types, the ability of
describing a codec list and the policy rules that play a role
in admission. It is for further research to investigate ifmul-
tiple levels of admission controls are needed and how they
should be designed.

G. End-to-End QoS

The discussions so far were focused on resource man-

agement vertically for the AF-RC pair and the RC-NE pair.
In this section, we discuss the end-to-end characteristic at
the transport plane between two end users.

Traditional packet networks such as ATM and RSVP-
based networks generally involves checking and manag-

ing the QoS resources for a new request through admis-
sion control at eachNE hop-by-hop along the path between
the end users. Admission control passes only if each link
along the path has enough resources to accommodate the
new request. Another extreme is to check and manage

the QoS between the NEs at end-to-end without explic-
itly managing the intermediate NEs. For example, the end
NEs can perform online or offline measurement to deter-
mine whether a new request should be admitted.

In the context of the architectures in this paper, it is de-
sirable for the RC to commit resources only at the edge
NEs (NE Al, NE A2, NE Z1 and NE Z2) rather than at
each NE along the user-flow path, as shown in Fig. 9. This
allows the RC to discover and install decisions to fewer
NEs. Obviously, the resources at other intermediate NEs
must also be available ifQoS is to be guaranteed. This can

be done, for example, by provisioning MPLS LSPs with
reserved bandwidth between the respective edge NEs. For
the originating domain, RC A needs to determine the re-

spective two edge NEs the path will traverse at the trans-
port plane. Admission control passes if there is enough
resource along the path between the two edge NEs. Simi-
larly, RC Z in the terminating domain needs to determine
its respective edge NEs. There may be a communication
need between RC A and RC Z to ensure that both domains
select compatible edge NEs A2 and Z2. This QoS model
is sometimes called the segmented model as each segment
(domain) performs its own admission control and resource

management. Ref [22] also provides discussions on re-

source allocation across domains.

For cases where the path between the edge NEs cannot
be pinned down (e.g., with connectionless IP), bandwidth
reservation at the intermediate NEs may not be supported.
A possible solution is to use Differentiated Services and
some over provisioning between the edge NEs. In some

other cases, there may be one or more intermediate do-
mains between the originating and terminating domains.
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How resources at the intermediate domain should be man-
aged (e.g., at the per-flow or per-aggregate level) presents
an interesting research topic.

IV. CALL FLOW EXAMPLES

This section provides examples of how resources at the
traffic plane are authorized, reserved and committed dur-
ing a session setup between two users, assuming that SIP
is used over the service plane.

Fig. 10 shows the call flow that triggers resource autho-
rization and reservation at the RC. To simplify the expo-
sition, we omit other possible elements between the AF
and user 2. Service initiation begins with the exchange
of SIP invite request and 183 Progress. Upon receiving
183 Progress (step 2), the AF knows the service informa-
tion from the SDP offer (attached in the Invite request) and
SDP answer (attached in the 183 response). The AF then
sends a request for resource authorization and reservation
to the RC (step 3). After performing admission control and
QoS mapping, the RC makes a resource reservation at the
NE (step 4). The NE may perform its own resource-based
admission control. If admission passes, the NE creates the
gate with the necessary parameters specified by the RC,
but keep the gate closed as user 2 has not been alerted yet
at this point and thus resources have not been committed.
Upon receiving the acknowledgement from the NE (step
5), the RC responds to the AF (step 6).

Fig. 11 shows the call flow that triggers resource com-
mitment at the RC. After exchanging several more SIP sig-
naling messages, as described in [14] for example, the re-
sponse from user 2 finally triggers a 200 OK message (step
1). After receiving this message, the AF sends a request for
resource commitment to the RC (step 2), which follows by
committing the resource at the NE (step 3). The NE nor-
mally would simply open the gate and returns an acknowl-
edgement indicating that resources have been committed
(step 4). The RC then returns the commitment response to
the AF (step 5), which proceeds by continuing the signal-
ing message at the service layer (step 6). At this point, user
1 responds with an Ack, and both users can then exchange
user packets over the transport plane.

V. CONCLUSION

Packet network architectures with decoupled service
plane and transport plane are expected to become promi-
nent as convergence of fixed and mobile systems with a
common IP core moves closer towards a reality. In this pa-
per, we have reviewed related architectures that are being
worked out in different standards development organiza-
tions. We have identified various components and issues
that are unique in the architectures. In addition, there are

challenging combinations ofadmission control approaches
at different levels coupled with decomposition of end-to-
end QoS into multiple domains.
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Fig. 10. Call flow example for reservation.

Fig. 11. Call flow example for commitment.
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