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Abstract - The IEEE 802.16 standard for broadband wireless
metropolitan area network supports real time and non-real time
services. It has a provision to design new packet-scheduling
algorithms according to requirements to support quality of
service (QQoS) for real-time services. Till now published literature
on WiMax states that, a service station (5S) requests for
bandwidth to a base station (BS) for already arrived packets at
SS from users. The BS then allocates the bandwidth to SS
according to priority-based request. In this paper we propose a
novel adaptive-bandwidth scheduling algorithm at SS, for real-
time polling services (rtPS), wherein the SS predicts the arrival
of rtPS packets prior to the arrival and requests the BS for
bandwidth in advance. It has been observed by analytical model
and simulation that, this adaptive algorithm provided better
results with respect to the number of packets waiting at SS and
average delay as compared to the widely accepted weighted
scheduling algorithm.

Index Terms—Adaptive algorithm, QoS, WiMax, Real time

I. INTRODUCTION

The TEEE 802.16 (referred as WilMax) for broadband wireless
metropolitan area network (WMAN) is becoming popular
mainly due to its open standard and support to quality of
service (QoS) for different categories of services. A single
cell in WiMax consists of a base station (BS) and multiple
subscriber stations (SSs). The BS schedules the traffic flow in
the WiMax 1e., SSs do not communicate directly. The
communication between BS and S35 are bidirectional ie., a
downlink channel (from BS to SS) and an uplink channel
(from SS to BS). The downlink channel is in broadcast mode.
The uplink channel 1s shared by various SS°s through time
division multiple access (TDMA). Figure 1 depicts the uplink
and downlink subframes [1]. The subframe consists of a
number of time slots. The duration of subframes, slots and the
number are determined by the BS scheduler. The downlink
subframe contains uplink map (UL map) and downlink map
(DL map)The DL map contains information about the
duration of subframes and which time slot belongs to a
particular SS as the downlink channel. The UL map consists
of information element (IE) which includes transmission
opportunities.
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WiMax supports all categories of services under real and
non-real ime communications. Real time caters to two types
of traffic flow, 1.e., unsolicited grant service (UGS) for T1/E1
type telecom voice and real-time-polling services (1tPS) for
video streaming, teleconferencing as well as video
conferencing. Similarly, the non-real time services is divided
into two categories of traffic, 1e., non-real-time-polling
services (nrtPS) to cater to file transfer and best effort (BE)
services for non-delay sensitive communication, over Internet
as e-mail, etc. The QoS 1s vendor specific and flexible for
futunistic different services, wherein WiMax provides only
signaling mechanisms and standard for UGS’s QoS. It does
not specify the admission control and packet scheduling
algorithms at the BS as well as SS for rtPS, nrtPS and BE
traffic. Out of these three undefined services, rtPS scheduling
is more important, because it will cater to the real-time traffic,
whose packet delay is very sensitive. It has been left to the
traffic-designer to employ a particular admission control and
packet scheduling algorithm for better performance of 1tPS
traffic.

There have been some studies on WiMax [2-6] QoS and its
improvements depend on packet scheduling algorithms. In
[3], authors have discussed uplink and downlink packet
schedulers for bandwidth allocation process and admission
control for QoS. Authors [4] have suggested changes in the
MAC architecture to improve the throughput of services and
have not discussed about delay. In [5], authors presented
packet arrival and QoS issues for multimedia system. In [6],
authors have done throughput evaluation for real-time
communication but have not discussed the effect on delay due
to the algorithm. In these packet scheduling algorithms 53
sends a bandwidth request to BS after arrival of packet at S5S.
To the best of authors® knowledge, this paper proposes a
novel adaptive scheduling algorithm for WiMax wherein a S8
sends request for extra bandwidth beforehand to BS by
speculating the 1tPS traffic patterns. As the arrival patterns
and service time are random, it is complex to predict the
futuristic need of bandwidth at SS. Authors have presented by
analysis and simulation that, the proposed algorithm is better
than the existing mechanism on WiMax, in terms of delay and
buffer requirement at SS.
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This paper is organized as follows Section 2, presents the
exigting bandwidth request mechardam for P32 and the
proposed adaptive bandwidth request mechanism. InBection
3, mathematical analysis of the proposed solution is given.
While, SBection 4 contains the results of simulation and
discussion, Section 5 containg the concluding remarks on
cotutributi on of this wotl as well as fubwistic problems.
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1I. PROPOSED otPS SCHEDULER.

In 202.16 the ttP3 bandwidth request scheduler at 33
demands time slots for data transmission. In response to the
tequest by 33 the BE will provide some titme slots equal to or
lezs than the tequested tith e slot (1.2, according to availahility
of batdwidth). The time slots recuested at a particdar time
depend on the total data in the #AP3 gqueue at that time.
Typically if the request for time slot iz made o time, say £,
atid request is granted at time, say f,, thenf, = f;  This means
that there will be always delay incurred by the data packets
because of request grant process. As the request was made at
fo, the BE will allocae bandeidth for #P3 traffic waiting till
fo Howewer, between f, & fp new ttPS data might have artived
since the time last request was made. For this new set of data,
which have arrived between f, and £, the 33 has to send fresh
tequest for bandwidth allocation This will incwr extra delay.
&z tP3 services are wery delay sensitive, we can alleviate
these problems by scheduling an adaptive  bandwidth
dlocation according to data flows in the +tPE gquene. So we
ptopoze an +tPE bandwidth request model which has
following features,

a The P23 queue at 33 will demand time slots from B3,
based on amount of data departures to be facilitated

b, It will e adaptive in natare 16, a 33 will request time slot
not ordy for present data in the cqueus it also on the data
which will arrive in the queue in betwreen the time the request
was made and the corresponding  titne at which +iP3 quens
will be served . As the data arrival 13 random, this needs some
sott of stochastic prediction of data that may areive in the
aene, it the aforementioned time interval (e f, ad fy). The
method adopted in this paper iz “Differential time grant”
method. Hete we ate estimating average rate of incoming data
ahd duration of above titm e interval. These caleul dions will be

used to estimate amount of the data that has arrived in this
tithe interwal.

The data packets coming to rtP3 link is discontirmous in
nature. The time slots in which it is served will be called *OH’
times while the time slots in which it iz not served will be
called “OFF times. Ow agorthm does not premume any
statistics of data erdryin the system. 3o the computations are
inherently determimdstic in nature. This means that the results
are applicable to aty data arrival pattern "We have used
Hetwork Caleuus [2] model to analyze ow proposed rfP3
scheduler (for modeling data flows).

OI AWALYEIS OF PRODOSED ECHEDTULER.

We have developed the analytical models in the following
subgections for proposed adaptive algorittun to estimate,
cignlative data flow at 33, data-flow equations, time-slot
request function, time allocation for transmission time for a
A5, evaluation of data arrtival rate at 33, and estimaton of
adaptive tithe-slots. The analytical model that we hawe
developed 15 generic in nature (applicable for all data arrival
patterns). We compared the adaptive data flow with the flow
based on length (referred as weighf) of the rtP S gqueus.

A Crmdafive dafa flow

Let Aff) be the cumoddative data arriwvals into the P33
scheduler. & model diagram of data arriwal curve is shown in
Fig 2. Inthis graph we consider total data arrived in the #tPs
cppene till that time. The data arrival rate iz assumed to have a
mean of IMbps Each time the mavimuwn packet size is
assumed to be 200 bytes,

E. Data flow equafions
Let,
D i) = Cumdative data deparbare from (P2 queue at 33

Xt = Quene length in tPE scheduler of 33
C'= Mlaxitmum transmission rate at outpat link for P2

The data arrival curve as can be seen resembles a staircase
function (Fig. 2. Howewer hete, the time width and height of
each step isnot constant. We assume that the departure rate is
' or else it 15 zero. This means whenever data 15 served it
goes out at a rate O For our system we have assumed & =
2Mbps, which is talcen as the optimoam rate at which a given
o will transmit. Thus data service curve is a piece wise lineat
cueve with a flat segment between slant segments (Fig. 3.
The time slots for which rtPS queue output link will be OF-
OFF iz stochastic in natare. For the steady state, the average
tate of incoming data at the imput port must be less than the
averaze output rate of fAP3 scheduler. Let the OFF time
interval of AP3 outpt link be, (fy, £, (f;, £, (f, £, (f;,
£ (Fagafog ). Sitmilatly the ON time of the +1P'3 will be, (F,,
£, (Fs, £, (5, £, (f2, L2 (Fapn F2a).
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We have assumed that the time origin of the systerm is at 2,
Farther we ar assumung the system 15 cansal befor time.
Tlat 1= 1 Rt o s ek 0 0. Let us denote the ahove
showrn ON time intervals as P, P, Fy, ..., P, Consider any
mch mterval, for esample F, = (h,., he) Let us define
tollow g, toro fanchiors over P,

min {PJ = ofimem{i tell, .5 0} (13
mas (F) = supremum{t it e (f, .5 1) (]
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Data 15 flowing autside rF% quene in "ON° states only. We
armlyze the system for a given “OH 7 interval. Let us define a
fincton for k= 1, which considers net data flown ont of HF5
quene at 35 nlast O ine as,

Fii) = Ay - Imanl( P i) ) (3

This equation simply means that duting fhis “OH7 state we

will cornsider data remaiming in the system when the state

sarted amd new date andvals since fhen Using Reicht
Equation [7], X and I over Py canbe gihrenas,

AT = sprenmum (Fif) -Fi) - C —))
whara st .5 )

(4

DY) = infivam (FE) + O =)

wheres (Y, .1 £

Similady let us denote the OFF time intervals as O, ...,
. Consider any such interwal, for example (1, = (hy g, fn.
. Date ower any mch imerval will only accunmlate only.
Ihis, for n=1,

Xl = Fiy (&)
DY) = Dimes(Fy o} (7}
C Time slot request fimeHon

The time interrals Fywill have width mnging from O to say

a maxinmm equal to Ja. Ihs Tan. will depend upon the
B3 % allocation mechaniem of bandwidth to active 555, This
in trn will depend upon totsl muher of end nsers in the
systerm and the data flow emareting from them. Letus asmme
tlmt the quene length of HPS queus is I wlich & in some
serse optimal. The optinmlity of it can be fiirther evalnated
bazed on the ON tones we are gethng in flus system and the
data flows ermtering the quene as well a5 type of date flow.
Let us define a function T ) to find ont the time slot
wquested by #tF3 schednler,

Tirixd = timne slot requested by the rFS scheduler

= k*x | wlen = T 7k

(%)

Whemr, the variable x will depernd npon the load and other
pararmeters of the vP3 scheduler. Also the fancton Iy, fx) can
e several vanants (et 15 it can be defired in terms of x
differently) provided it i corstrained to le below T, ... For
our system we aw tmking the ahove definition of Toudx), with
k=1 Consider the 1mibal mterval (ad, #). Let at some time
oy n the mmterval (), the iP5 quens demarnds fora ftime slot.
Let the demard for ime slot be given by (&), mch that 1 =
Kl T, wlich 15 the quene length at time o divided by link
gpeed. The demand will be fetched 4ll hine &, whem &, =
mmx( ) (2). During the time duration §, - & dat may aive
i the F5 quene, which will be buffered. These dat will
lmve to effectvely wait for amother time slot (effectvely
becanse there can be the posshility that date arriving in ths
titme may go earlier than the data already in the quene,
howrever even then total amount of data waiting for rext time
slot will be increased by the amourt of dat coming in that
mterval). This leads fo tme lags wlhich can be decreased by
lmving greater tme slokk. Ilns we lmve proposed a
differential model in which next fitne when we request for
timme slot it will deperd upon the hence coming dat
stream/packet also.

= Koo elzeyhere.
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D Estimeadion of tims width

Let us consider that the times at which request are made be
& oy o, .., MNow consider the time interval bebaeen &
and the corresponding time t1ll which it 15 fetched, 1.e., if we
call this wanable & then & = #47- @ An estimate of & is to
ke made in terms of S; G Fa .. G, Let us call this
estitnate [37; Further 1et us define error in estitnate as,

&=5-5 (8

We are estimating J by taling two prevous walues,

R m

=34
c -1
2

(107

E. Estimation of daga aryival rage

Sirnilarly let us consider the quantity, v which gives the
data amiwal rate

NNCICIEYICY)
‘ )

(113

Sirmilar to abowve process an estirmate of v can be made in
terms of vip i3 ooV . Let us call this estimate v ;. Let us
define error in this estimate as

e =vi— v, (12)
Thus,
= Wiy J;Vi_g:' - (13

F. Calenlation of adapitive Hme slo?

The calculation for time slot wall be denwed as,

8
(143

Time 2lot= T;Im, (x}
(15}

Iv. RESULIS AND DISCTISSIONS

We have developed the sirmulation model according to
adaptive analvtical model for bandwadth request in the
previous secton We sinwlated the networle traffic to input
lindks of rtPS gqueue at a given 335 Based on this sitmilation we

evaluated curmlative data entry (AR, Fig 20 into ttP3 quene.
Equations in Jection 3 were used to model and find queue
length of rtPS scheduler in 35 and the net data flow t1ll time ¢
1e., D) The corresponding requests for time slots are also
estirnated. The input link of #tP3 queue 15 assumed to recewve
data at an average rate of 1hibps, unless otherwise mentioned.
The output link of nP3 queue 1z served at a rate of O =
2lIbps. The average packet size 15 assumed to be 200 bytes.
Surmlation 1s done for 2000 packet arrival instants.
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Fig. 4: depatted data packets (inbyles) versus time (Bec)inadd foradaptive
and weighted

Figure 4 presents departed data packets (in bytes) wersus
time in a 35 for adaptive and weghted (referred as non-
adaptive algonthm) It is ohserwed that our proposed adaptive
algorithim (referred as adaptive flow) talees less time to
transmit the entire amived paclket from a 33 than weighted
data for same packet amiwvals. Thus it provides a better Qo3
for ttP3 services wath respect to delay. This 15 hecause, the
departure in weighted flow considers only the amount of data
in that ftPS queue at request time. However the depatture in
caze of adaptive flow considers also the pattern of data that
enters the rtPS queue at the tune of request and additionally
data between time of request to bandwidth allocation
information arrival to 33 from B3 Thus effectively, more
data wall depart from ntP3 quene in case of adaptive flow in
companson to weighted flow as data wall flow out in larger
chunkes in forrmer cage.
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Fig. 5 average quens length(inbytes) versus tisve (Sec) for #FS quate at 33,
forweighted as well as alaptive floows
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Figure 5, presents average queue length (in bytes) versus
time (Sec) for oPS gqueue at 55, for weighted as well as
adaptive flows. This shows that quene length at 35 is staller
in adaptive request scheduler This is attributed to fast data
flow out of fdP5 queue due to adaptive flow mechaniam as
mentioned above It can also be seen that data remminz for
longer titne in case of weighted flow, for the same amount of
data entening the riPS quene. Moreover, adaptive algorithm
tieeds less buffer size, as the quene lengthis less.

Figure 6, presents average delay (in micro-seconds)
versus mean packet arrival rate in Wlbhps at 35, for adaptive
and weighted flows. The mean data amiwval rates mange from
0.5 Wbps to 2 Wbps. At data arrival rate less than (say ahout
¥ timnes) output link speed Chere output iinke speed 2hibps) the
adaptive curve has less delay than weighted curve. I[thas been
ohserved that, at | MMbps input P35 packets the average delay
in adaptive flow preserts decrease of 37% of delay in
comparizon to weighted flow When mean amival rate
approaches output link speed the performmance of weighted
and adaptive request schemes becomne nearly equal because
the output link has heen saturated.
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Fiz. &: average delay (in nucro-seconds) versas mean packet arrival rate in
Mbps atl 5, for adaptive and weizhted flowrs

CONCLUSION

The conwergence of all kinds of traffic, wall lead to a
complez  design  scheduling  algorithm  for  real-time
commmnication. COur adaptive scheduling algonthm  for
Wilflas's tP5 packets has showm remarkable decrement in
delay. Thiz is particulatly suited for real tirme services
Mloreower, this algorithmm needs lesser size buffer at 35 in
comparizon to conwentional scheduling algorithms Based on
these calculations further optimization can be done for
scheduling different sessions through tPS queue.
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