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ABSTRACT | The IEEE 802.16 standard provides a high degree

of flexibility for setting up and operating wireless broadband

networks in metropolitan environments. The standard sup-

ports numerous capabilities, including mesh topologies and

multimedia communications. In this paper, we study these two

features by investigating how efficiently an IEEE 802.16 mesh

network can treat distributed multimedia traffic by providing

differentiated quality of service (QoS). A key component of

the system is the Benhanced frame registry tree scheduler[

(E-FRTS) that provides QoS-aware resource allocation using a

tree structure to prepare the creation of time frames and reduce

processing requirements at the beginning of each frame.

Simulation results show that distributed multimedia traffic

can be efficiently supported in mesh 802.16 networks, provided

efficient scheduling and a reasonable number of hops.
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traffic scheduling; tree structure; 802.16

I . INTRODUCTION

IEEE 802.16 [1] is a standard that aims at filling the gap

between local- and wide-area networks by introducing an
advanced system for metropolitan environments. In such a

system, both point-to-multipoint (cellular) and mesh mode

configurations can be supported, while node mobility is also

covered by the recent amendment 802.16e [2]. One of the

main advantages of the standard is the large degree of

flexibility it provides by supporting a wide range of traffic

classes with different characteristics and quality of service

(QoS) requirements. This is attained through a large set of

parameters that allow users to describe in detail their traffic

profiles and service needs. Being out of its scope, the standard

does not describe a specific traffic scheduler to utilize these

parameters, leaving that as an implementation differentiator.

This paper describes a scheduler for the centralized mesh
mode of 802.16 referred to as the Benhanced frame registry

tree scheduler[ (E-FRTS). Its main characteristic is that it

prepares each time frame in advance and avoids complex

processing during the short time period between two

consecutive frames. Its operation is based on a flexible tree

structure (the Benhanced frame registry tree[) that maps the

scheduler’s decisions. We describe the basic operation of this

scheduler and show how it can be efficiently used in an IEEE
802.16 mesh network to handle multimedia traffic, includ-

ing voice and multicast video. Although this paper focuses on

stationary subscriber stations, E-FRTS can easily serve

mobile stations as well, as it does not use any features that

have been canceled in 802.16e [2].

This paper is organized as follows. Section II presents the

main characteristics of IEEE 802.16, and more specifically its

QoS capabilities and proposed scheduling algorithms.
Section III describes the operation of E-FRTS, focusing on

the procedures required in the enhanced frame registry tree.

Section IV contains the description of the simulation model

used in our experiments and the obtained results. Section V

contains conclusions and plans for future work.

II . IEEE 802.16 BROADBAND
ACCESS SYSTEMS

A. Basic Operation
The IEEE 802.16 standard covers the two lower layers

of the protocol stack, i.e., the physical and the data link
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layer. The physical layer operates at 10–66 GHz (802.16)
and below 11 GHz (amendment 802.16e [2]) with data

rates between 32 and 130 Mbps, depending on the channel

frequency width and modulation scheme. Three operation

modes are defined: point-to-multipoint (PMP) and cen-

tralized and distributed mesh modes, but a combination of

centralized and distributed mesh is also possible. The

system architecture consists of i) base stations [(BSs) for

PMP and mesh base stations (MBSs) for mesh mode] that
have direct connections to backhaul services and are

responsible for a specific area cell, ii) stationary subscriber

stations (SSs), and iii) mobile subscriber stations (MSSs).

As shown in Fig. 1, MBSs, SSs, and MSSs constitute

neighborhoods operating in different frequencies, al-

though schemes of frequency reuse are often used where

possible.

In the PMP and centralized mesh modes, each BS/MBS
regulates all communications in its cell. The main

difference between PMP and centralized mesh is that, in

PMP, all direct communications occur only between the

BS and any SS of its cell, while centralized mesh allows

MBS-controlled communications between different SSs of

the same cell. MBS is informed about the network

topology through the network control subframe during

system initialization. On the contrary, in distributed mesh,
there are only direct communications between SSs without

the control of a MBS. An example topology of centralized

mesh is shown in Fig. 1.

All link-layer communications are multiplexed with

either time-division duplex (TDD) or frequency-division

duplex (FDD). The scheduler described later in this paper

applies in the TDD mode. A TDD frame has a fixed duration,

which may take several values (0.5, 1, or 2 ms for PMP mode
and 2.5, 4, 5, 8, 10, 12.5, or 20 ms for mesh mode). Various

transmission parameters, including the modulation and

coding schemes, may be adjusted individually for each SS on
a frame-by-frame basis. Unlike the PMP mode, where the

frame is divided into a downlink (DL) subframe and an

uplink (UL) subframe, in the mesh mode each frame is

divided into a control subframe and a data subframe. Each

PMP subframe, as well as the data subframe in mesh mode,

consists of an integer number of physical slots (PSs) or

minislots (few PSs each), respectively, that represent the

bandwidth allocation units.
In PMP mode, the schedule of each frame is carried

through the DL-MAP and UL-MAP fields that state the PSs

at which transmission bursts begin on the downlink and

uplink, respectively. Both DL-MAP and UL-MAP are

transmitted during one or more downlink bursts, since

each one of them can refer to different modulation or

coding types. Each SS receives and decodes the DL-MAP

looking for MAC headers that indicate data for that
particular SS in the remainder of the downlink subframe.

Similarly, in the UL-MAP, each SS receives information on

its transmission opportunities in the uplink subframe. In

this way, an SS that decoded the corresponding control

information contained in the DL-MAP/UL-MAP knows

exactly during which PSs of the downlink/uplink subframe

it is allowed to receive/transmit data together with the

reception/transmission parameters (modulation, coding).
Allocations in both directions should be compatible with

the traffic characteristics and QoS requirements of each

active connection and satisfy, where possible, time-varying

transmission requests.

On the other hand, in mesh mode, both DL-MAP and

UL-MAP are combined in one message that carries the

frame’s schedule and is transmitted in the control subframe.

This message is called mesh centralized scheduling (MSH-
CSCH) for the centralized mesh mode and mesh distributed

scheduling (MSH-DSCH) for the distributed mesh mode.

Each SS decodes the MSH-CSCH or MSH-DSCH message

and obtains the transmitting schedule for all its downlink

and uplink transmission opportunities. Again, it is the

scheduler that decides on the specific allocations in both

directions of all neighborhoods.

In all transmissions, data bits are randomized, forward
error correction encoded, and mapped to one of the manda-

tory [spread binary phase-shift keying (BPSK), BPSK,

quadrature phase-shift keying (QPSK), 16-quadrature

amplitude modulation (QAM), 64-QAM] or optional

(256-QAM) signal constellations.

B. Scheduling Services and QoS in IEEE 802.16
IEEE 802.16 can support multiple communication

services (data, voice, video, etc.) with different QoS

requirements. Unlike the mesh mode, a detailed QoS

mechanism is described in the standard for the PMP mode

where different data communications of an SS are

organized into different connections. Each connection is

associated with a single data service and specifies a set of

traffic and QoS parameters that quantify its trafficFig. 1. Example topology of an IEEE 802.16 mesh network.
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behavior and QoS expectations (e.g., minimum reserved
traffic rate, maximum sustained traffic rate, maximum

latency, traffic priority, etc.). Every connection should

belong to one of the four different services as defined by

the standard: unsolicited grant service (UGS), real-time

polling service (rtPS), non-real-time polling service

(nrtPS), and best effort service (BE). Video multicasting,

which is the most usual multicast traffic, is usually

characterized as rtPS, in contrast to constant-bit-rate
voice, which is set to UGS; and video on demand, which is

set to nrtPS. In [2], a new service, referred to as enhanced

rtPS (ertPS), was defined to better support real-time

service flows that generate variable size data packets on a

periodic basis, e.g., voice over IP with silence suppression.

The traffic scheduler located at the BS decides on the

allocation of the PSs in each time frame. In addition to

whatever other factors the scheduler may consider, the
following items can be taken into account for each active

connection:

• the scheduling service specified for the connection;

• the values assigned to the connection’s QoS

parameters;

• the availability of data for transmission (queue

size);

• the capacity of the available bandwidth.
Uplink scheduling is performed by the BS with the aim

of providing each SS with enough bandwidth for uplink

transmissions or opportunities for extra transmission

requests. When an SS needs additional bandwidth, it

utilizes its transmission opportunities during contention

periods or when it is polled by the BS, depending on its

agreed QoS characteristics, to pass its transmission

requests. Downlink scheduling, on the other hand,
considers packets waiting for transmission at the BS as

implicit requests for bandwidth allocation.

In mesh mode, all communications are considered

connectionless and occur in the context of a link that is

established between two SSs. QoS is actually provided over

these links on a message-by-message basis. This scheme

supports a basic QoS provision system and requires

numerous control messages and requests.

C. Scheduling Algorithms for IEEE 802.16
A specific scheduling algorithm is not described in the

IEEE 802.16 standard, neither for PMP nor for mesh

modes, because it is not included among the mandatory

modules required for the standardized system’s operation.

On the other hand, the operation of the scheduler is

important for the performance of the whole system, and
this is why it has attracted growing attention over the last

couple of years. In the literature so far, a limited number of

papers can be found proposing scheduling algorithms for

802.16. These proposals are based mostly on extensions

and combinations of ideas already applied in systems prior

to IEEE 802.16, such as the IEEE 802.11 wireless local-area

network, and they focus mainly on the PMP mode.

A call admission control (CAC) mechanism together
with a scheduler for PMP mode is described in [3], where

Bearliest deadline first[ is used for rtPS connections and

Bweighted fair queuing[ is used for nrtPS connections. In

[4], a scheduler based on the CAC mechanism of [3] is

proposed that uses token buckets to characterize the traffic

flows. Reference [5] describes a scheduling algorithm for

centralized mesh that provides end-to-end QoS to different

flows in the network by handling user datagram protocol
(UDP) and transmission control protocol (TCP) traffic

separately at first and then considering them jointly. Based

on a queuing analytical model, [6] proposes a queue-aware

adaptive uplink bandwidth allocation and rate-control

mechanisms for polling service in IEEE 802.16. In [7], an

adaptive bandwidth reservation method based on data

mining techniques is described. A two-layer service flow

management architecture is proposed in [8], which is
based on deficit fair priority queue. Reference [9] proposes

an interference-aware framework for 802.16 mesh mode

based on an interference-aware route construction algo-

rithm. Lastly, in [10], an analytical model for the

distributed scheduling algorithm in the IEEE 802.16

mesh mode is presented.

Two of the major limitations of mesh mode are i) the

lack of an advanced QoS scheme, similar to that of the PMP
mode, and ii) the lack of multicasting support. The former

is handled in [12], which proposes a solution referred to as

service adaptive QoS (SAQoS). According to this, the MBS

assigns five node identifiers (IDs) instead of one to each

MSS. These five virtual nodes represent the five scheduling

services of PMP mode, explained earlier (UGS, ertPS, rtPS,

nrtPS, and BE), and correspond to different connection

types within the node. Each one of these virtual nodes may
request bandwidth individually, and the MBS handles these

requests according to their scheduling services in a way

very similar to the PMP mode. In this way, a PMP-like QoS

provision mechanism can be supported. The latter limita-

tion is handled in [13], where an easy-to-implement tree

construction algorithm is presented based on the adjust-

ment of the unicast centralized routing tree.

The scheduler described in the next section utilizes the
ideas of [12] and [13] in order to propose an advanced QoS

scheduling scheme for the centralized mesh mode that

supports multicasting. For simplicity reasons, in the rest of

the paper Bmesh mode[ stands for Bcentralized mesh

mode[ and Bconnection[ stands for Bvirtual node[ as

defined in [12].

III . EXTENDED FRAME REGISTRY
TREE SCHEDULER

Traditionally, most traffic schedulers for TDD systems

operate right before the beginning of each time frame to

decide on its structure and content. Considering the

complexity of the QoS provision mechanism in IEEE 802.6

as the price to pay for flexibility, efficient traffic scheduling
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implies complex calculations, increasing the requirements for
expensive hardware. The support of advanced characteristics

such as mesh topologies, separation in neighborhoods,

frequency reuse, use of sectorized antennas, etc., should all

be considered in an efficient resource allocation process. This

means that even a simple scheduling mechanism must

include a minimum set of tasks, such as classification of the

connections and selection of the packets to be sent per

connection, based on a large set of traffic and QoS parameters.
For the mesh mode, supplementary actions include:

• consideration of the frequency reuse scheme;

• classification of the connections, based on their

neighborhood and the sector of their father SS

or MBS;

• consideration of the path that a packet must follow

to reach its destination;

• proper allocations to intermediate links;
• grant of supplementary slots to provide request

opportunities to distant SSs.

The packet scheduler described here, referred to as the

E-FRTS, comes as an extension for mesh mode to the

previously proposed frame registry tree scheduler [11] that

focused only on the PMP mode. Its main aim is to

distribute the computational complexity, required for a

time frame preparation, throughout the whole lifetime of
data packets and lead to reduced computational require-

ments. Furthermore, it provides advanced organization of

the transmitted data, facilitating transmission either from

the MBS to neighboring and distant SSs or from individual

SSs to the MBS and their parent SSs.

Besides basic operation, the scheduler has to deal with

possible modifications of one or more transmission

parameters of a connection, such as the modulation type
and the service type. For example, if a distant SS, located

two hops away from the MBS, changes its modulation from

64-QAM to 16-QAM, more modulated symbols will be

required for the data transmission between that SS and its

father SS. This means that future schedules in the whole

transmission path need reconfiguration.

A. The Scheduler Goals
The basic idea of E-FRTS is to schedule the transmis-

sion of each piece of data in the last time frame before its

deadline. More specifically, the main objectives of E-FRTS

are the following.

1) Each frame should have its transmissions

organized in modulation order from BPSK to

256-QAM, in both downlink and uplink sub-

frames (as indicated in [1]).
2) A per QoS service treatment of the transmissions

should be possible, based on a specific priority

strategy (strict, weighted, portioned, etc.).

3) Data packet transmissions should be based on their

deadline, as explained in more detail later on.

4) Transmissions should be organized per SS and per

connection.

5) For distant nodes, proper allocations to interme-
diate links should be made.

6) The required operations, before the beginning of a

time frame transmission, should be limited.

7) Changes in network topology, node modulation,

or QoS services should be possible with minimum

processing effort.

The above objectives are served well with the use of the

tree structure of Fig. 2, referred to as the enhanced frame
registry tree. In its full version, the tree consists of seven

levels, although some of them can be omitted, depending

on the specific network configuration, reducing memory

requirements and computational complexity.

• First Level: Represents the different neighborhoods

in the specific network topology.

• Second Level: Represents the time frames immedi-

ately following the present one, in a sequential
order (i.e., TF1 is immediately after the present

frame, TF2 the next one, etc.). Since the maximum

latency parameter of the QoS profile can be 232 ms

(4 bytes), as indicated in [1], the maximum

number of time frames existing in the enhanced

frame registry tree can be easily calculated

considering the frame length used in the system,

which can vary from 2.5 to 20 ms [1]. Naturally,
this is a theoretical upper limit, and some tens of

time frames are sufficient in most of the cases.

• Third Level: Represents the direction (uplink or

downlink).

• Fourth Level: Represents the different sectors in

which the children SSs belong to.

• Fifth Level: Corresponds to the available modula-

tion types. This level can consist of a maximum of
12 nodes, each one representing one of the six

possible modulation types (spread BPSK, BPSK,

QPSK, 16-QAM, 64-QAM, and 256-QAM) both for

uplink and downlink.

Fig. 2. The enhanced frame registry tree.
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• Sixth Level: In this level, connections are organized
per SS. Every SS can have a maximum of two nodes

at this level, one for the uplink and one for the

downlink, since every SS uses only one modulation

each time.

• Seventh Level: Consists of one leaf for every active

connection, i.e., virtual node, holding the number of

data packets scheduled for transmission in that time

frame for the specific connection. Optionally, the
leaves could store the number of symbols required

for the transmission of the packets, in order to save

some calculations during the frame creation process.

B. The Scheduler Operation
The operation of the scheduler can be divided into two

main procedures: 1) packet/request arrival and 2) creation
of next time frame for transmission.

1) Packet/Request Arrival: Since the scheduler treats both

new packets arriving for the downlink and new requests for

packet transmissions from the uplink in the same way, only

the downlink case is described here. It is assumed that a

traffic policing mechanism is available at the MBS (e.g.,

leaky bucket) to ensure that the incoming traffic is consistent
with each connection’s declarations during setup. For every

packet, we distinguish two cases, depending on whether the

packet deadline can be calculated or not. In both cases, a

number of leaves should be updated, equal to the number of

hops between the packet’s source (MBS in this case) and

destination within the mesh network.

i) For UGS, ertPS, and rtPS services, the latency is

given, and the deadline of a packet Pi can be
calculated as

DeadlineðPiÞ ¼ ArrivalTimeðPiÞ þ Latency CðPiÞð Þ
� FrameDuration � h CðPiÞð Þ

where CðPiÞ is the connection that packet Pi

belongs to and hðCðPiÞÞ the number of hops to the

destination of CðPiÞ. In this case, the leaves of the

packet’s connection in the last hðCðPiÞÞ time frame

subtrees before the packet’s deadline are updated

(i.e., the number of packets scheduled for trans-

mission in these leaves is incremented by one). If

some of the corresponding leaves do not exist at

that time (e.g., this is the first scheduled
transmission for a time frame), the appropriate

paths are created.

ii) For nrtPS and BE services, the latency is not given,

so no specific deadline can be calculated. In this

case, the leaves of the CðPiÞ in the last hðCðPiÞÞ
existing time frames in the tree at the time of the

packet arrival are updated.

As an example, let us assume the topology of Fig. 1
and the case of a downlink packet arrival at the MBS for

connection 4-UGS that should be sent to subscriber

station 6 (SS06), which belongs to sector 05 of its father

SS (SS04), and both belong to neighborhood 2 (NbHd.

02), using 64-QAM modulation. If the last frame that this

packet can be received by SS06, based on its deadline, is

TFn, the required path to be updated is NbHd:02 !
TFn ! DL ! Sec:05 ! 64QAM ! SS06 ! 4-UGS as is
shown in Fig. 3 (right subtree). If the leaf of connection

4-UGS exists, its counter increases by one. In a different

case, the required path is created and the leaf counter is

set to one. Moreover, TFn�1 of MBS’s neighborhood must

be also updated, so SS04 can receive the particular packet

in the previous frame. Thus, if the neighborhood of the

MBS is NbHd.01, SS.04 belongs to sector 02 of the MBS,

and modulation between MBS and SS.04 is 64QAM,
then the path NbHd:01 ! TFn – 1 ! DL ! Sec:02 !
64QAM ! SS04 ! 4-UGS must be also updated as is

shown in Fig. 3 (left subtree).

The packet/request arrival procedure does not have to

deal with the details of time frame sizes and structure. It

simply places packet transmissions to the appropriate

leaves, leaving the frame creation procedure to decide on

the final transmitted frame structure and content.

2) Frame Creation: The frame creation procedure is

responsible for deciding on the contents and structure of

the next time frame of all neighborhoods, based on the

information stored in the enhanced frame registry tree.

Based on the topology of Fig. 1, let us assume that at

the beginning of one time frame, there are m1 time

Fig. 3. A packet insertion example.
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frame subtrees for MBS’s neighborhood ðNbHd:01 !
TF1; . . . ; TFm1Þ and m2 time frame subtrees for neighbor-

hood NbHd.02 ðNbHd:02 ! TF1; . . . ;TFm2Þ. The next

frames for each neighborhood will be generated mainly

from the first time frame subtrees (TF1s). In the case of

empty slots remaining in some TF1s, these can be filled

with packets from the next time frames ðTF2;TF3; . . .Þ.
Three cases can be distinguished for each neighborhood’s

TF1: i) the number of packets under subtree TF1 fits exactly
into one time frame, ii) the number of packets under

subtree TF1 is less than the capacity of a time frame, and

iii) the number of packets under subtree TF1 is more than

the capacity of a time frame.

The first is the best possible case, where the packets for

transmission exactly fit into the available frame slots. In

this case, the frame can be transmitted without further

processing, exactly as the leaves of TF1 indicate.
In the second case, there are two options for the empty

slots: either to be filled with packets from the next time

frames or to be left for contention. The exact policy to be

followed depends on a number of factors and is out of the

scope of this paper.

In the third case, nrtPS and BE packets can be moved to

the next time frame. Using the tree structure, Bmoving[
means a simple change of pointers and update of leaves. If,
even after this operation, there are still excess packets for

transmission (e.g. UGS, ertPS, rtPS), some of them should

be rejected, since it is not possible to be transmitted in a

later frame. In our simulations in the next section, we used

a simple random rejection policy, but a number of other

techniques may apply to ensure a fair selection process.

Other procedures of the scheduler to support modu-

lation or QoS service changes can be easily performed
through simple subtree repositioning.

The scheduler operation, as described above, reduces

data fragmentation and physical overhead due to modula-

tion changes. QoS classification is attained by transmitting

high-priority before low-priority traffic and starting from

low priority when packets have to be rejected. Addition-

ally, the scheduler maintains low computational complex-

ity by distributing the required processing in time, without
significantly increasing memory requirements. A notable

advantage of the trees structure is its scalability to support

future changes of the standard. For example, it can easily

support more QoS services, or more modulation types that

may be added in the future.

IV. SIMULATIONS

In order to measure the performance and effects of

distributed multimedia transmission in IEEE 802.16 mesh

networks, a simulation program was constructed in C++.

The program reflects the full functionality of IEEE 802.16

mesh mode, as well as the E-FRTS scheduler. We

considered two simulation scenarios: one with multiple

types of traffic per SS, including multimedia, and one with

voice and multicast video, to evaluate different features of
the standard and the scheduler.

A. Multiple Traffic Types Scenario
In this scenario, we used a simple topology with two

hops, as in Fig. 4, and an increasing number of subscribers,

each one with the following connections:

• one UGS with constant data rate of 64 Kbps (e.g.,

voice) and latency equal to 20 ms;
• one rtPS with mean data rate of 256 Kbps and

latency equal to 40 ms;

• one nrtPS with mean data rate of 128 Kbps;

• one BE with mean data rate of 128 Kbps.

All the connections of a certain type were considered

independent and statistically identical. The time frame

length was set to 1 ms, the packet size to 54 bytes, and the

modulation to 64-QAM for all SSs, leading to a transmis-
sion speed of 120 Mbps. To limit the simulation to

reasonable numbers, we assume that only 50% of the

bandwidth was available for the above traffic. E-FRTS was

compared against a simpler scheduler that serves packets

in a first-come first-served order, without caring about

deadlines or other QoS characteristics. To provide

minimum protection of UGS and rtPS traffic over nrtPS

and BE, the simple scheduler sets the maximum number of
BE packets in the output queue to 2000 and the maximum

number of nrtPS packets in the output queue to 4000. Our

intention was to show that the per service type differen-

tiated treatment provided by E-FRTS, together with its

deadline-based scheduling, can attain much better perfor-

mance, especially for delay-sensitive traffic.

Fig. 5 shows the percentage of packet losses per service

type for different numbers of subscribers. As expected, using
the simple scheduler, UGS connections are the first that start

losing packets due to expiration because the system cannot

protect them from non delay sensitive nrtPS and BE traffic.

E-FRTS on the other hand, manages to provide a differen-

tiated service to packets according to their service type,

leading to considerably better performance for high-priority

types. With its deadline-based logic, it manages to transmit

delay-sensitive packets in time and reduce the number of
losses. This is depicted in the figure, where UGS connections

Fig. 4. The simulation topology.
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have no losses even for a large number of SSs, while rtPS

starts losing packets after 110 SSs.

In Fig. 6, the mean packet delay per service type is

shown. For the simple scheduler, the mean delay is
increasing with the number of SSs for all types, as the

scheduler does not protect delay-sensitive data. E-FRTS,

on the other hand, schedules delay-sensitive packets close

to their deadline and attains a much smoother behavior,

leading to the support of more SSs. The price to pay is

the delays for BE and nrtPS, which increase quickly up to

65 and 118 ms for 85 and 115 SSs, respectively, before

falling down to zero, as no packets are served after these
points.

Fig. 7 shows the throughput per service type. Again,

the differentiated treatment of E-FRTS leads to a

throughput close to the generated traffic of delay-sensitive

connections for more number of SSs compared to the

simple scheduler.

B. Multicast Scenario
In this scenario, we considered a balanced mesh

topology similar to that of Fig. 8, with one MBS and a
variable number of SSs. Again, we used a time frame

length of 1 ms, ideal channels, and the same modulation

for all users (64-QAM), resulting in an overall available

bandwidth of 120 Mbps. Each SS had two connections: one

voice connection of type adaptive multirate (AMR) [14]

and one real-time compressed video connection. Addi-

tionally, half of the SSs belonged to a multicast group that

received high-bit-rate video. Again, 50% of the bandwidth
was considered available for this traffic.

Two multicast cases were tested for different numbers

of SSs in order to measure the effects of multicasting on

the overall network performance. In the first case (good

case), the multicast SSs were all grouped together in the

left part of the network [Fig. 8(a)], while in the second

(bad) case, the multicast SSs were uniformly spread to the

entire network [Fig. 8(b)]. In both cases, simulations were

Fig. 6. Mean delay per service type.

Fig. 7. Throughput per service type.

Fig. 8. The simulation example.

Fig. 5. Packet losses per service type.

Xergias et al.: Centralized Resource Allocation for Multimedia Traffic

60 Proceedings of the IEEE | Vol. 96, No. 1, January 2008

Authorized licensed use limited to: KTH THE ROYAL INSTITUTE OF TECHNOLOGY. Downloaded on March 2, 2009 at 02:38 from IEEE Xplore.  Restrictions apply.



performed for different numbers of hops to investigate

how this can affect the system’s performance. Again, all

the connections of a certain type were considered

independent and statistically identical.

Each AMR voice connection was assigned to the ertPS

type and modeled as an ON–OFF traffic source with 50%

duty cycle and exponentially distributed ON and OFF

periods with mean value of 3 s each [14]. At the beginning
of an ON period (voice burst), the AMR transmission rate

was randomly selected from within three possible values:

4.75, 10.2, and 12.2 kbps (as considered in [15]). During

the OFF period (silence), the rate was constant and equal

to 1.95 kbps [16]. Each AMR speech frame was encapsu-

lated in one RTP/UDP/IP packet as per RFC 3267. The

latency was set to 30 ms.

On the other hand, each real-time video connection was
assigned to the rtPS type. Its transmission rate was variable

with a minimum bit rate varying from 64 to 128 Kbps and a

maximum bit rate varying correspondingly from 256 to

512 Kbps, while the latency was set to 40 ms. Similarly,

multicast video connections were also characterized as

rtPS, with a minimum bit rate varying from 1 to 2 Mbps

and a maximum bit rate varying from 2 to 4.5 Mbps. The
latency of this traffic was set to 50 ms.

Experiments for all the combinations of the number

of SSs (ranging from 10 to 100), hops (ranging from 1

to 6), and multicast cases (grouped or spread) we

performed.

Figs. 9–11 show the packet losses for the three kinds of

traffic in the grouped case. As can be observed, the voice

traffic has the least lost packets, as a result of the high-priority
treatment it enjoys by the scheduler. What is common in the

three figures is that the system’s performance drops rapidly as

the number of hops increases above two hops for more than

30 subscribers. This is mainly due to the deadline limits of

these types that cannot be satisfied by a network of this

Fig. 9. Voice packet loss in the grouped case. Fig. 11. Multicast video packet loss in the grouped case.

Fig. 10. Unicast video packet loss in the grouped case. Fig. 12. Voice packet loss in the spread case.
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configuration. This leads to the conclusion that network
designers should be very careful when adding more hops in

an IEEE 802.16 mesh network because this might lead to

considerable degradation of the quality provided to real-

time traffic. Finally, we noticed that the spread multicast

case did not add considerably more complexity to the

system, as the results were slightly worse than the grouped

case. To show this, we present in Fig. 12 the packet losses

for the voice traffic in the spread case, which are slightly
worse than that in the grouped case (Fig. 9).

V. CONCLUSIONS

Multicasting and mesh mode are two of the advanced

features provided by IEEE 802.16. In this paper, we

investigated how distributed multimedia can be supported

in an IEEE 802.16 mesh network and made extensive
simulations experimenting with different topologies.

Considering the traffic scheduler as a vital performance

differentiator, we described the enhanced frame registry
tree scheduler. E-FRTS uses the frame registry tree, a data

structure that aims at preparing time frame creation and

reducing processing needs at the beginning of each frame.

Using this structure, the algorithm schedules each packet

at the last time frame before its deadline, in order to allow

more packets to be transmitted and increase throughput.

Additionally, the scheduler takes into account the pecu-

liarities of the mesh topology to maximize performance.
Simulation results show that distributed multimedia

traffic can be efficiently served in IEEE 802.16 mesh

networks with a reasonable number of hops, provided the

use of an efficient scheduler. Service differentiation and a

deadline-based logic are considered essential for support-

ing real-time traffic. Future plans include the adaptation of

the algorithm in orthogonal frequency division multiple

access (OFDMA) and scalable-orthogonal frequency divi-
sion multiple access (S-OFDMA) as well as a theoretical

approach of its computation complexity. h
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