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ABSTRACT

Future Department of Defense warfighting concepts
leverage information superiority and will require vast
improvements in information transfer in terms of higher
bandwidth, Quality of Service (QoS) support and
connection 1o a high speed backbone. The new IEEE
802.16 broadband wireless access system s a viable
alternative that can meet such requirements. In addition,
this network can be swiftly deployed 1o interconnect the
military theater, emergency response, and disaster relief
operations to the backbone. Due to the diverse multimedia
traffic with different priorities and QoS requirements, it is
a weil know fact thar it is imperative to provide QoS
support in military networks. However, the IEEE 802.16
provides only signaling mechanisms, but dees not specify
any Scheduling or admission control algorithms that
ultimately provide QoS support.

In this paper we introduce a new scheduling algorithm for
IEEE 802.16 broadband wireless access standard. The
proposed solution which is practical and compatible to the
IEEE 802.16 standard, provides QoS support to different
traffic classes. To the best of our knowledge this is the first
such algorithm. The simulation studies show that the
proposed solution includes QoS suppert for all types of
traffic classes as defined by the standard. We have shown
the relationship berween traffic characteristics and its QoS
requirements and the network performance. This study will
help network architects to decide the system parameters as
well as the kind of traffic characteristics for which the
netwerk can provide QoS support.
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1. INTRODUCTICN
Information superiority plays a crucial role in determining
a decisive victory in the current warfare. Therefore,
modernizing the communication infrastructure of the US

military command and control is necessary for enhancing
the war fighting capabilities. For example, it is pertinent to
employ wireless networks that provide high bandwidth and
Quality of Service (QoS) suppert. Figure 1 shows an
example of the command and control communication
infrastructure. Front-line forces that are constantly moving
in the battlefield communicate with the base command
through a satellite. The base command and branch units
which are less mobile communicate with each other
through a high speed wireless connection. All the
information collected from the base command is sent to the
headquarters through a high speed backbone.

Branch Unit
B

HEIEES

Headquarters

Figure 1: Military Networks

Broadband wireless systems, e.g., IEEE 802.16 standard
that was recently approved [1], are viable solutions that
enable high speed wireless connectivity between the base
command and the branch units. Deployment of IEEE
802.16 provides the following benefits: 1) fast deployment
2) high speed wireless connectivity, and 3) low cost. It is
important to mention that a variety of military applications
such as  just-in-time  logistics, teleconferencing,
telemedicine and multimedia applications, require QoS
support in terms of delay and delay variation. Moreover,
the network needs te be able to provide priority services to
messages based on their criticality. In case such QoS
support can not be provided, the quality of the application
is severely degraded, and in fact it may compromise critical
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war fighting decisions. Therefore, QoS support is a
necessity in military deployments. However, the IEEE
802.16 provides only signaling mechanisms. It does not
specify any scheduling or admission control algorithms that
ultimately provide QoS support. In recent years, several
packet scheduling algorithms for broadband wireless
networks were published [3,4,5,6,7,8,91. To the best of our
knowledge, there is no proposed packet scheduling solution
specifically designed for IEEE 802.16. In this paper, we
propose a packet scheduling algorithm that provides QoS
support for a wide range of real time applications as
defined in IEEE 802.16. The proposed solution is
practical and compatible with the IEEE 802.16 QoS
signaling mechanisms. The simulation results we obtained
show that the proposed solution can support diverse traffic
classes of traffic with different QoS requirements in terms
of bandwidth and maximum delay.

The paper is organized as follows. In Section 2 we
introduce the 1EEE 802.16 broadband wireless access
systems. In Section 3, we describe the existing IEEE
802.16 QoS architecture as well as our proposed QoS
architecture. In Section 4, we describe in details the
proposed Uplink Packet Scheduling (UPS) algorithm.
Section 5 provides simulation results of our proposed UPS
algorithm and Section 6 concludes the paper.

2. IEEE 802.16 BROADBAND WIRELESS
ACCESS SYSTEMS

The Physical layer operates at 10-66 GHz (IEEE 802.16}
and 2-11 GHz (IEEE 802.16a) with data rates of 32 — 130
Mbps depending on the channel frequency width and
modulation technique. [EEE 802.16 architecture consists of
two kinds of stations: Branch Unit (BU) and a Base Station
(BS). In practice, BS resides in the base command. The BS
regulates all the communication in the network, i.e., there is
no peer-to-peer communication directly between the BUs,
The communication path between BU and BS has two
directions: uplink {from BU tc BS) and downlink (from BS
to BU). When the system uses time-division multiplexing
(TDM), for uplink and downlink transmissions, the frame
is subdivided into an uplink subframe and a downlink
subframe (see Figure 2). The duration of these subframes is
dynamically determined by the BS. Each subframe consists
of a number of time slots. BUs and BS have to be
synchronized and transmit data into predetermined time
slots.

IEEE 802.16 can support multiple communication services
(data, voice, video) with different QoS reguirements. The
Media Access Control (MAC) layer defines QoS signaling
mechanisms and functions that can control BS and BU data
transmissions. On the downlink (from BS to BU), the
transmission is relatively simple because the BS is the only
one that transmits during the downlink subframe. The data
packets are broadcasted to all BUs and a BU only picks up

the packets destined to it.  Ome of the modes of uplink
arbitration (from BU to BS) uses a TDMA MAC. The BS
determines the number of time slots that each BU will be
allowed to transmit in an uplink subframe. This
information is broadcasted by the BS through the Uplink
Map Message (UL-MAP) at the beginning of each frame.
UL-MAP contains Information Element (IE) which
includes the transmission opportunities, i.e., the time slots
in which the BU can transmit during the uplink subframe.
After receiving the UL-MAP, each BU will transmit data in
the predefined time slots as indicated in [E. The BS uplink
scheduling module determines the IEs using Bandwidth
Request PDU (BW-Request) sent from BUs to BS. IEEE
802.16 defines the required QoS signaling mechanisms
such as BW-Request and UL-MAP, but it does not define
the Uplink Scheduler, i.e., the mechanism that determines
the IEs in the UL-MAP.
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Figure 2: IEEE 802.16 TDM Frame Structure

3. QOS ARCHITECTURE

TEEE £02.16 defines four types of service flows, each with
different QoS requirements and correspending Uplink
Scheduler policy:

1. Unsolicited Grant Service (UGS) - this service
supports constant bit-rate (CBR) or CBR-like flows
such as Voice over IP. These applications require
constant bandwidth allocation.

2. Real-Time Polling Service (ntPS) -- this service is for
real-time VBR-like flows such as MPEG video, just-
in-time logistics, or teleconference. These applications
have specific bandwidth requirements as well as a
deadline (maximum delay). Late packets that miss the
deadline will be useless.

3. Non-Real-Time Polling Service (nrtPS) — this service
is for non-real-time flows which require better than
best effort service, e.g., bandwidth intensive file
transfer. These applications are time-insensitive and
require minimum bandwidth allocation. .

4. Best Effort Service (BE) — this service is for best effort
traffic such as HTTP. There is no QoS guarantee.
The applications in this service flow receive the
available bandwidth after the bandwidth is allccated to
the previous three service flows.
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For UGS, BW-Request is not required. For itPS, nrtPS and BE,
the current queue size is included in the BW-Request to
represent the current bandwidth demand. In summary, IEEE
802.16 defines: 1) the signaling mechanism for information
exchange between BS and BU such as the connection
setup, BW-Request, and UL-MAP, 2} the Uplink
Scheduling for UGS service flow. IEEE 802.16 does not
define: 1) the Uplink Scheduling for ntPS, nrtPS, BE
service flow, 2) the Admission Control and Traffic Policing
process
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Figure 3: QoS architecture

Figure 3A shows the existing QoS architecture of IEEE
802.16. Uplink Packet Scheduling (UPS) resides in the BS
to control all the uplink packet transmissions. Since IEEE
802.16 MAC protocol is connection oriented, the
application first_establishes the connection with the BS as
well as the associated service flow (UGS, ntPS, nrtPS or
BE). BS will assign the connection with a unique
Connection [D (CID). The connection can represent either
an individual application or a group of applications. IEEE

802.16 defines the connection signaling (Connection
Request, Response) between BU and BS but it does not
define the Admission Control process. All packets from the
application layer in the BU are classified by the Connection
Classifier based on CID and are forwarded to the
appropriate queue. At the BU, the Scheduler will retrieve
the packets from the queues and transmit them to the
network in the appropriate time slots as defined by the UL-
MAP sent by the BS. The UL-MAP is determined by the
UPS module based on the BW-Request messages that
report the current queue size of each connection in BU.
Figure 3B shows the proposed QoS architecture that
completes the missing parts in the IEEE 802.16 QoS
architecture. At the BS we add a detailed description of the
UPS module (scheduling algorithm that which supports all
types of service flows), and Admission Contro! module. At
the BU we add the Traffic Policing module. Here is a brief
description of the connection establishment vsing the QoS
architecture in Figure 3B:

e An application that originates at a BU establishes the
connection with BS using connection signaling. The
application includes in the connection request the
raffic contract (bandwidth and delay requirement).

o The Admission Control module at the BS accepts or
rejects the new connection.

o If the Admission Control module accepts the new
connection, it will notify the UPS module at the BS
and provide the token bucket parameters to the traffic
policing module at the BU.

After the connection is established, the following steps are

taken:

e Traffic policing enforces traffic based on the
connection’s traffic contract.

e At the beginning of each time frame, the UPS’s
Information Module collects the queue size
information from the BW-Requests received during the
previous time frame. The Information Module wilt
process the queue size information and update the
Scheduling Database Moedule.

e The Service Assignment Module retrieves the
information from the Scheduling Database Module and
generates the UL-MAP.

e BS broadcasts the UL-MAP to all BUs in the downlink
subframe.

e BU’s scheduler transmits packets according to the UL-
MAP received from the BS.

4. PROPOSED UPLINK PACKET SCHEDULING

To support all types of service flows (UGS, rtPS, nrtPS and
BE), the proposed Uplink Packet Scheduling uses a
combination of Strict Priority service discipline, Earliest
Deadline First (EDF) {10] and Weight Fair Queue (WFQ)
{11]. The hierarchical structure of the bandwidth allocation
is shown in Figure 4.
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The proposed UPS principles:

1. Overall bandwidth allocation: bandwidth allocation per
flow follows strict priority, from highest to lowest:
UGS, rtPS, nrtPS and BE. One disadvantage of the
strict priority service discipline is that higher priority
connections can starve the bandwidth of lower priority
connections. To overcome this problem, we include the
Traffic ‘Policing Module in each BU which forces the
connection’s bandwidth demand to stay within its
traffic contract. This will prevent the higher priority
connections. from using bandwidth more than their
allocation.

2. Bandwidth allocation within UGS connections: The
UPS allocates fixed bandwidth (fixed time duration} to
UGS connections based on their fixed bandwidth
requirement. This policy is determined by the IEEE
802.16 standard.

3. Bandwidth allocation within #tPS connections: We
apply Earliest Deadline First (EDF) service discipline
to this service flow. Packets with earliest deadline will
be scheduled first. The Information Module
determines the packets’ deadline.

4. Bandwidth allocation within nrtPS connections: We
apply Weight Fair Queue (WFQ) service discipline to
this service flow. We schedule nrtPS packets based on
the weight of the connection (ratio between the
connection’s nrtPS average data rate and total nrtPS
average data rates)

5. Bandwidth allocation within BE connections: The
remaining bandwidth is equally allocated to each BE
connection.

The proposed UPS consists of three modules: Information

Module, Scheduling Database Module and Service

Assignment Module. =

A. Information Module
The Information Module performs the following tasks:

1. Retrieves the queue size information of each
connection from the BW-Request messages.

2. Determines the number of packets (in bits) that arrived
from rtPS connection in the previous time frame using
the Arrival-Service curve concept [[2].

3. Determines rtPS packets’ arrival time and deadline and
updates this information in the Scheduling Database
Module.

4. Queuing information from nrtPS and BE BW-Requesis
is passed directly to Scheduling Database Module.
Note: Since UGS requires only fixed bandwidth allocation
and does not need BW-Requests, there is no need for

processing UGS connections

Information Module for nPS connections

The Information Module needs to find the ntPS deadline
information {see Figure 5). Based on this deadline
information, the UPS will know exactly when to schedule
packets such that packets’ delay requircments are met. We
apply the Amival-Service curve concept to determine the
packets’ arrival and deadline. The packets’ deadline is their

=¥ size

arrival time plus the connection’s maximum delay
requirement.
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Figure 5: Concepts of Information Module operation for
rtPS messages

In summary, the output of the Information Module which
updates the Scheduling Database Module is given by:

1. 1tPS connections — Nd;[a,b] the number of bits waiting
in the queue of nPS connection i with deadline in
interval [a,b]

2. nntPS connections — qj(t), the current queue size of
nrtPS connection j

3. BE connections — q(t), the carrent queue size of BE
connection k

B.  Scheduling Database Module

The Scheduling Database Module serves as the
information database of all connections in the network.
Figure 6 and Figure 7 show the database structure of the
Scheduling Database Module. The database module (at
time t) includes four types of databases based on each
service flow as follows:

1. UGS database (Figure 6A) - this is a per connection

database. Each item i in the database contains the
number of bits (Nygs;) of connection i that need to be
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serviced. This number is fixed and determined by the
UGS connections’ bandwidth requirement.

nrtP$ database (Figure 6B) - this is a per connection
database. Each item m in the database contains gm(t)
(as found by the Information Module), i.e., the number
of bits (current queue size) of connection m.

BE database (Figure 6C) — this is a per connection
database. Each item w in the database contains qu(t)
(as found by the Information Medule), i.¢., the number
of bits (current queue size) of connection w.

ritPS database (Figure 7} - this is a two dimensional
database, per connection and deadline (frame). Item (i,
it, t + f]) includes Ndift, t + f] (received from the
Information Module) which is the number of bits
to be transmitted in frame {t, t + f]. Figure 7 also
shows the number of bits in the database table that
correspond to the actual packets waiting in queue.
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Figure 6: Database structure of UGS, ortPS and BE in
Scheduling Patabase Module

for UGS, EDF for nPS, WFQ for nnPS and equal
bandwidth allocation for BE. The Service Assignment
Module determines the uplink subframe allocation in terms
of the number of bits per connection. The number of bits
will eventually be converted to the number of time slots
which are the units used in the information elements (IE) of
the UL-MAP. The number of bits per time slot is
determined by the physical layer of the wireless network.

5. SIMULATION RESULTS

We have developed a simulation moedel in C++ that
demonstrates that our proposed uplink packet scheduling
(UPS) provides QoS support to real time applications.
Packet arrivals occur at the beginning of each frame. The
packet arrival process for each connection follows the
token bucket envelope with parameters: token bucket rate
(r;), token bucket size (b)) and max. burst size. Each
connection has specific QoS parameters in terms of 1)
average bandwidth requirement which is equal to the token
bucket rate, and 2) maximum delay requirement.
Simulation output: 1} the arrival curve which depicts the
arrival pattern of the imput traffic, 2) the service curve
which shows the service pattern provided by UPS. The goal
of this experiment is to show that the proposed UPS can
provide QoS support in terms of bandwidth and delay for
rtPS traffic. Assumptions: 1) There are only two types of
traffic (xtPS and BE), 2) All traffic is already admited to
the network, 3) BE traffic requires uplink bandwidth at all
times, and 4) Cior = 10 Mbps, Cupiink = 5 Mbps, Caounlink =
5 Mbps The goal of the experiment is to show that the
proposed UPS can provide QoS support in terms of

0pS datgbase oction | bandwidth and delay for rtPS traffic.
i Packet amival e  Frame size (f) = 10 msec.
yumber of s WaIS i Qo w1 l e Three rtPS sessions with average total bandwidth
e | (2 | tezriea (Cres) of 3 Mbps. . .
oo | e ] ieprnt otz ] Deacina e rtPS traffic characteristics are shown in Table 1 We
Con | e | e ey [g:;alu:f specify tokex} bucket rate (r), token _bucket size (b)),
conn | regn | ez | v R+, te21) max. burst size and max. delay requirement for each
[Gont | Mk | Nepetvzn | iz | @ D[e:;‘irr;a session. The corresponding peak rate and burstiness
‘ (peak rate/average rate) are calculated from r; b;, and
l A A | ime  Packst departure !
max. burst size,
t t+f tv 2f 1+ 3
Ti nter ticks and T —————— — - —
b e ot 2 e ) RO Qi) RN T N
Time painter Token bucket rate, r, (Kbps) 500 1000 1500
Assume: qurrent time =1
Token bucket size. b; (bits) 10000 20000 30000
i . ] Maximum Burst Size (msec.} 0 10 10
Figure 7: rtPS database structure in Scheduling Database Pestk rate (bps7 500 =000 =0
Module
Burstiness (peak rate/average rate) 3 3 k}
C. Service Assignment Module Max. Delay Requirement {msec.} 0 40 60

The Service Assignment Module determines the UL-MAP,
using the database tables created in the Scheduling
Database Mocdule. As depicted in Figure 4, we employ the
following service disciplines: fixed bandwidth allocation
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Figure 8 shows the bandwidth allocation for riPS and BE
connections. Since our UPS is work conserving and there
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is always BE traffic available, nPS and BE bandwidth
allocation complement each other, i.e., in each frame the
total ntPS and BE bandwidth equal to 5 Mbps. In this
experiment there are no packets that miss their deadline.
Figure 9 shows the arrival and service curves of all three
tPS connections. The graphs ciearly show that the service
curve adapts and follows the arrival curve. Our UPS
dynamically allocates bandwidth based on the bandwidth
demand of each session. The delay of each session is also
guaranteed since there are no packets that miss their
deadline. We observe that the horizontal distance between
these two curves (arrival curve and service curve) of each
session is bound by the maximum delay of each session.

Bandwlidih (BW) { Mbps )

Figure 8: Bandwidth allocation for rtPS and BE
connections (Cypyy = 5 Mbps, Crps = 3 Mbps, Cpg =2
Mbps)
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Figure 9: Arrival and service curves for Session 1,23

6. CONCLUSION

In this paper we have presented a scheduling algorithm and
admission control policy for IEEE 802.16 standard. To the
best of our knowledge this is the first such algorithm. The
proposed solution is practical and compatible to the
existing IEEE 802.16 standard. The simulation studies
show that the proposed solution includes QoS support for
all types of traffic classes as defined by the standard. We
have shown the relationship between traffic characteristics
and its QoS requirements and the network performance.
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