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Abstract—IEEE 802.16 standard defines the air interface specifications for broadband access in wireless metropolitan area networks.

Although the medium access control signaling has been well-defined in the IEEE 802.16 specifications, resource management and

scheduling, which are crucial components to guarantee quality of service performances, still remain as open issues. In this paper, we

propose adaptive queue-aware uplink bandwidth allocation and rate control mechanisms in a subscriber station for polling service in

IEEE 802.16 broadband wireless networks. While the bandwidth allocation mechanism adaptively allocates bandwidth for polling service

in the presence of higher priority unsolicited grant service, the rate control mechanism dynamically limits the transmission rate for the

connections under polling service. Both of these schemes exploit the queue status information to guarantee the desired quality of service

(QoS) performance for polling service. We present a queuing analytical framework to analyze the proposed resource management model

from which various performance measures for polling service in both steady and transient states can be obtained. We also analyze the

performance of best-effort service in the presence of unsolicited grant service and polling service. The proposed analytical model would be

useful for performance evaluation and engineering of radio resource management alternatives in a subscriber station so that the desired

quality of service performances for polling service can be achieved. Analytical results are validated by simulations and typical numerical

results are presented.

Index Terms—Broadband wireless networks, IEEE 802.16, dynamic bandwidth allocation, quality of service (QoS), queuing analysis.
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1 INTRODUCTION

IEEE 802.16 standard-based broadband wireless access
(BWA) technology is a promising alternative for last mile

access in crowded urban areas or suburban areas where
installation of cable-based infrastructure is economically or
technically infeasible [1]. With advantages such as high
transmission rate and predefined quality of service
(QoS) framework, IEEE 802.16-based BWA is a viable
technology to be used for connecting home networks and
business LANs (e.g., IEEE 802.11) to the wired Internet. Also,
this standard is evolving toward supporting nomadic and
mobile users [2].

Radio resource management and scheduling mechan-

isms are crucial to guarantee QoS in IEEE 802.16 networks.

However, these components were not specified in the

standard. These mechanisms are important not only for the

base station (BS), but also for a subscriber station (SS) to

provide differentiated services among the different types of

traffic corresponding to different connections. Since differ-

ent types of traffic (e.g., constant-bit-rate, real-time, and

best-effort) require different QoS performances, the radio

resource management algorithm in an SS must allocate the

available bandwidth among the different connections

accordingly to meet the predefined QoS requirements.

In this paper, we propose queue-aware uplink bandwidth
allocation and rate control schemes in an SS. These schemes
can be applied for both real-time and non-real-time polling
service (PS) as defined in the IEEE 802.16 specifications.
Under the proposed bandwidth allocation scheme, the
amount of bandwidth allocated for polling service can be
adjusted dynamically according to the variations in traffic
load and/or channel quality (and, hence, the queue length) so
that the packet-level QoS performances such as protocol data
unit (PDU) delay1 and PDU dropping probability can be
maintained at the desired level. Also, rate control is used to
limit the transmission rate of the connections under polling
service class so that the QoS performances can be controlled.
The proposed queue-aware rate control scheme can be
applied to each connection separately so that service
differentiation (i.e., prioritization) among the connections
can be achieved through different parameter settings.

A queuing analytical framework is presented to evaluate
the performances of the proposed schemes. This is based on a
discrete-time Markov chain which is formulated by consider-
ing Markov modulated Poisson process (MMPP) as the traffic
sourcesunderpollingservice.TheadvantagesofusingMMPP
are two-fold: First, MMPP is able to capture the burstiness in
the traffic arrival pattern, which is a common characteristic for
multimedia and real-time traffic such as voice over IP (VoIP)
and MPEG video [3] as well as Internet traffic [4]. Second, it is
possible to obtain the MMPP parameters analytically for
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1. The IEEE 802.16 medium access control (MAC) uses a variable length
protocol data unit (PDU) along with a number of other concepts that greatly
increase the efficiency of data tranmission. Multiple MAC PDUs may be
concatenated into a single burst to save physical layer (PHY) overhead.
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multiplexed traffic sources so that the queuing performances
for multiple users can be analyzed.

The proposed radio resource management model for PS
considers the impact of higher-priority traffic correspond-
ing to unsolicited granted service (UGS) class for which the
bandwidth can be statically or dynamically allocated
according to the connections’ transmission rate require-
ments. We also present an approximate queuing analytical
model for best-effort (BE) service from which the basic
performance measures (e.g., average delay) for BE traffic
can be obtained as well as the impact of polling service on
BE service can be investigated. We use simulations to
validate the correctness of the analytical model.

The major contributions of this paper can be summarized
as follows:

. A queue-state aware bandwidth allocation mechan-
ism is proposed for reserving transmission bandwidth
at a subscriber station for polling service. Also, a
queue-state-based rate control method (both on
aggregate and per-flow basis) is presented to limit
the packet generation rate for connections under
polling service.

. A queuing analytical model is developed to inves-
tigate the performances (under both steady state and
transient state) of the queue-aware bandwidth
allocation and the rate control mechanisms for
polling service.

. An approximate queuing model is developed for
analyzing the performance of best-effort traffic in
presence of polling service.

2 RELATED WORK

Radio resource scheduling (i.e., bandwidth allocation) and
admissioncontrolarecrucial forprovisioningQoSinan802.16
network. In [5], QoS-aware packet scheduling schemes were
proposedfordifferent typesof trafficat the802.16basestation.
A resource allocation strategy, namely, enhanced staggered
resource allocation (ESRA) method, was proposed in [6] with
an objective of maximizing the number of concurrent
transmissions so that the throughput can be maximized.
However, the buffer dynamics at the radio link level queue
(and, hence, the queuing performance) were not analyzed.

In [7], an admission control scheme for broadband multi-
services wireless networks was presented to limit the number
ofongoingconnectionssothat theQoSforeachconnectioncan
be maintained at the desired level. A dynamic resource
allocation scheme for broadband orthogonal frequency
division multiple access (OFDMA) networks was presented
in [8], where the allocation is performed in two steps, namely,
bandwidth allocation and channel assignment. Also, an
M/G/1/K queuing model was used to estimate the packet
blocking probability based upon which dynamic bandwidth
allocation can be performed. The QoS differentiation was not
considered in this work.

Although the general problem of radio resource manage-
ment was studied extensively in the literature (e.g., in [9],
[10], [11], [12]), the radio link level queuing aspects were
ignored in most of the cases and the queuing dynamics
(and, hence, the packet-level QoS) were not exploited for
resource management and transmission rate control in
wireless networks. The problem of optimal polling among
several queues was studied in the literature. In [13], an

optimal policy for polling (scheduling) was obtained to
stochastically minimize the amount of unfinished work and
the number of customers in the queues.

Rate control has been widely used in the wired-network
environment to limit the transmission rate of the traffic
sources. The performance of the rate control mechanism in
ATM networks was studied in [14] by using a queuing
model and the throughput degradation was quantified.
Rate control can be implemented through the random early
drop (RED) [15] mechanism to block the incoming packets
gradually to avoid congestion. A proportional rate control
mechanism for wireless networks was proposed in [15] to
stabilize traffic oscillations. In [16], a theoretical model for
wireless traffic control was proposed considering the
impacts of congestion and error in the wireless channel.
The model was developed based on rate-controlled earliest
deadline first (RC-EDF) scheduling framework. However,
these works did not consider multiple classes of connec-
tions with different QoS requirements.

The problem of analyzing radio link level queuing under
wireless packet-transmission was addressed in the litera-
ture. In [18], a Markov-based model was presented to
analyze the radio link level packet dropping process under
ARQ-based error control. In [19], an analytical model to
derive packet loss rate, average throughput, and average
spectral efficiency under adaptive modulation and coding
(AMC) was presented. However, all of these works
considered only a single-user environment, which is sig-
nificantly different from an IEEE 802.16-based system.

3 IEEE 802.16 BROADBAND WIRELESS ACCESS

NETWORKS

3.1 Medium Access Control (MAC) and the Physical
(PHY) Layers

In the IEEE 802.16 architecture [1], there are two types of
stationary stations: subscriber station (SS) and base station
(BS). The BS governs all communications to and from the
subscriber stations. The physical layer of IEEE 802.16 operates
in 10-66 GHz (IEEE 802.16) or 2-11 GHz (IEEE 802.16a) band
and supports data rate in the range of 32-130 Mbps depending
on the bandwidth of operation as well as the modulation and
coding schemes. In the 10-66 GHz band, the signal propaga-
tion between BS and SS should be line-of-sight and single-
carrier modulation is used. WirelessMAN-SC is the air
interface specification for IEEE 802.16 operating in this
frequency band. In contrast, IEEE 802.16a operates in the
2-11 GHz band and supports nonline-of-sight communica-
tion. The air interface specifications for 802.16a are: Wireless-
MAN-SC2 for single-carrier modulation, WirelessMAN-
OFDM for orthogonal frequency-division multiplexing
(OFDM) with TDMA access scheme, and WirelessMAN-
OFDMA for orthogonal OFDMA scheme.

In the 10-66 GHz band, channel bandwidth of 20, 25, or
28 MHz can be used. For modulation, QPSK, 16-QAM and
64-QAM can be used depending on the channel quality (i.e.,
signal-to-noise ratio (SNR) at the receiver). The system uses
a frame size of 0.5, 1, or 2 ms for transmission and a frame is
divided into subframes for downlink and uplink transmis-
sions. While time-division multiplexing (TDM) is used for
downlink transmission, time-division multiple access
(TDMA) is used for uplink transmission. These subframes
are composed of transmission bursts (i.e., uplink and
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downlink bursts) which carry MAC information and users’
data. Each transmission burst corresponding to a particular
SS is separated from each other by a preamble field and
contains several MAC PDUs. IEEE 802.16 uses a connec-
tion-oriented MAC which provides a mechanism for
requesting bandwidth, transporting, and routing data to
higher layer. IEEE 802.16 MAC supports two classes of SS:
grant per connection (GPC) and grant per SS (GPSS). In the
case of GPC, bandwidth is granted to a connection
individually. In contrast, for GPSS, a portion of the
available bandwidth is granted to each of the SSs and each
SS is responsible for allocating the bandwidth among the
corresponding connections. Since the BS does not need to
keep track of allocations for all connections, GPSS is more
scalable and efficient than GPC.

The lengths of uplink and downlink subframes are
determined dynamically by the BS and are broadcast to the
SSs through downlink and uplink map messages (UL-MAP
and DL-MAP) at the beginning of each frame. Therefore, each
SS knows when and how long to receive from and transmit
data to BS. In the uplink direction, each SS can request
bandwidth to BS by using BW-request PDU. There are
two modes to transmit BW-request PDUs: contention mode
and contention-free (polling) mode. In the contention mode,
an SS transmits a BW-request PDU during predefined
contention period and a backoff mechanism is used to resolve
contention among the BW-request PDUs from multiple SSs.
In contrast, in the contention-free mode, the BS polls each SS.
After receiving the polling message, SSs respond by sending
BW-request PDU. Due to predictable delay, the contention-
free mode is suitable for QoS sensitive applications.

Although IEEE 802.16 specifications define signaling for
the multiple access mechanism, resource management and
scheduling remain as open issues.

3.2 Service Types in IEEE 802.16

IEEE 802.16 defines the following three major types of
services each of which has different QoS requirements.

3.2.1 Unsolicited Grant Service (UGS)

This type of service supports constant-bit-rate (CBR) traffic
and multimedia traffic (e.g., VoIP). For this service type, the
BS generally allocates a fixed amount of bandwidth to each
of the connections in a static manner.

3.2.2 Polling Service (PS)

This service supports traffic for which QoS guarantee is
required and it can be divided into two subtypes: real-time
and non-real-time. The difference between these subtypes lies
in the tightness of the QoS requirements (i.e., real-time PS is
more sensitive to delay than non-real-time PS). Not only delay
sensitive traffic but also non-real-time Internet traffic can use
PS to achieve a certain throughput guarantee. The amount of
bandwidth required for this type of service is determined
dynamically based on the required QoS performances and the
traffic arrival rates for the corresponding connections.

3.2.3 Best-Effort Service (BE)

This is for traffic with no QoS guarantee. The amount of
bandwidth allocated for BE service depends on the
bandwidth allocation policies for the other two types of
service. In particular, the bandwith left after serving UGS
and PS traffic is allocated for BE service.

4 SYSTEM MODEL AND ASSUMPTIONS

4.1 System Description

We consider an uplink transmission scenario from an SS to
a BS through the time-division multiple access (TDMA)/
time-division duplex (TDD) access mode and single carrier
modulation (e.g., as in WirelessMAN-SC) for three traffic
types, namely, UGS, PS, and BE traffic (Fig. 1). For PS, a
dedicated queue is used to buffer the PDUs from the
corresponding connections. We consider an SS of type GPSS
for which a certain amount of bandwidth is reserved by the
BS. This allocated bandwidth is shared among the different
service types in the same SS, with UGS having the highest
priority and the BE service having the lowest priority.

For better scalability, the PDUs from all the PS connections
are aggregated into a single queue of size X PDUs. For the
PS queue, rate control can be applied to control traffic at the
packet-level. If the rate control parameters for each of the
connections are identical, all PS connections experience the
same QoS performance. Since there is no performance
guarantee for best-effort traffic, the queue size for the best-
effort traffic is assumed to be infinity.

4.2 Queue-Aware Bandwidth Allocation

We denote by bmax (bmax 2 IN) the maximum number of MAC
PDUs that an SS can transmit per uplink transmission
subframe. We consider two modes of bandwidth allocation
for PS, namely, complete partitioning (CP) and complete
sharing (CS). With complete partitioning, a fixed amount of
bandwidth bugs (from the total bandwidth allocated to an SS)
is statically allocated for UGS while the remaining bandwidth
(i.e., bmax � bugs) is allocated for PS and BE service. In case of
complete sharing, when the bandwidth requirement for
UGS traffic is less than bugs, the remaining available
bandwidth will be available for PS. After the required
amount of bandwidth has been allocated to UGS and
PS traffic, the left over bandwidth is allocated to BE traffic.

We propose an uplink bandwidth allocation scheme for PS
which takes the current number of PDUs in the PS queue into
account. The allocation is done on a frame by frame basis in
which the amount of bandwidth is determined for each
transmission frame individually. In this scheme, the set of
thresholds for bandwidth allocation is defined as follows:

� ¼ f 1;  2; � � � ;  b; � � � ;  bmax�bugsg; ð1Þ

where  b2f1; � � � ; Xg,  b <  bþ1, and b2 f1; � � � ; bmax � bugsg.
This set of thresholds is used to indicate the amount of
bandwidth required in each uplink subframe. In particular,
the amount of bandwidth allocated to polling service is
calculated as a function of number of PDUs in the PS queue for

670 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 5, NO. 6, JUNE 2006

Fig. 1. System model.

Authorized licensed use limited to: KTH THE ROYAL INSTITUTE OF TECHNOLOGY. Downloaded on March 2, 2009 at 02:38 from IEEE Xplore.  Restrictions apply.



complete partitioning and complete sharing schemes, respec-
tively, as follows:

BCP ðxÞ ¼
0; x ¼ 0

b;  b � x <  bþ1

bmax � bugs;  bmax�bugs � x

8><
>:

BCSðxÞ ¼
0; x ¼ 0

b;  b � x <  bþ1

bmax;  bmax�bugs � x:

8><
>:

ð2Þ

4.3 Queue-Aware Rate Control

We propose a queue-aware rate control mechanism for
PS connections in which the PDU arrival rate is controlled
according to the number of PDUs in the queue. This rate
control can be implemented either at the traffic source or at
the PS queue. In the former case, the SS informs the traffic
sources of the queue status.2 In the latter case, rate control can
be implemented similar to the random early detection (RED)
mechanism [15] in an Internet router in which some PDUs
received at the PS queue are randomly dropped.

Let �min; �max 2 IN denote the rate control thresholds for

the number of PDUs in the queue and �min denote the

minimum guaranteed arrival rate. Specifically, the trans-

mission rate of traffic source under PS cannot be reduced

below �min. Then, with a PDU arrival rate of �o, the rate

control policy can be expressed as a function of the number

of PDUs in the PS queue (x) as follows:

~��ðx; �o; �minÞ ¼
�o; x < �min
Fð�o; xÞ; �min � x < �max
�min; �max � x;

8<
: ð3Þ

where ~��ð:Þ is the controlled arrival rate and Fð�; xÞ is
a nonincreasing function of x with the constraint
�min � Fð�; xÞ � �o.

The rate control mechanism can be applied either on

aggregate or on per-flow basis. In the former case, PDU

arrival rates for all connections under PS are controlled

using the same values of �min, �max, and �min. In the latter

case, different parameter settings for rate control are used

for each connection (i.e., �minðiÞ, �maxðiÞ, and �minðiÞ for

connection i). While per-flow rate control is able to

differentiate the QoS among different connections, aggre-

gate rate control is simpler to implement and applicable

when all connections have the same QoS requirements.

4.4 Error Control

To ensure the reliability of PDU transmission from SS to BS,
an infinite persistent ARQ-based error recovery is used.
That is, the erroneous PDUs will be retransmitted until they
are successfully received at the BS. If � denotes the
PDU error rate (PER), assuming an independent error
process, the probability that n PDUs out of m transmitted
PDUs are successfully received can be obtained as follows:

�n;m ¼
m
n

� �
1� �ð Þn �ð Þm�n; n 2 f0; 1; � � � ;mg: ð4Þ

We also assume that the transmission status for the

PDUs transmitted in the previous frame time is made

available to the transmitter before transmissions in the

current frame time start.

5 QUEUING ANALYTICAL MODEL FOR POLLING

SERVICE (PS)

We present an analytical framework based on a discrete-

time Markov chain (DTMC) for the above bandwidth

allocation and rate control schemes to analyze the QoS

performance measures for the PS queue taking ARQ-based

error control also into account. First, we describe the traffic

models for UGS and PS traffic. Then, the queuing model for

PS is formulated for both the cases of complete partitioning

and complete sharing. The queuing model is solved to

obtain the steady state and the transient state probabilities

from which the QoS measures are obtained.

5.1 PDU Arrival Process for PS Connections

We assume that the PDU arrival process for each

PS connection follows an MMPP model. An MMPP model

is more general than a traditional Poisson model and is able

to capture burstiness in the traffic arrival process. With

MMPP, the PDU arrival rate �s is determined by the state s

of the Markov chain and the total number of states is S (i.e.,

s ¼ 1; 2; � � � ; S). The MMPP process for connection i can be

represented by UðiÞ and ����ðiÞ, in which the former is the

transition probability matrix of the modulating Markov

chain and the latter is the matrix of Poisson arrival rate.

These matrices are defined as follows:

UðiÞ ¼
u1;1 � � � u1;S

� � � � � � � � �
uS;1 � � � uS;S

2
4

3
5;����ðiÞ ¼ �1

. .
.

�S

2
64

3
75: ð5Þ

Discrete-time MMPP (dMMPP) [20] is equivalent to

MMPP in the continuous time. In this case, the rate matrix

����ðiÞ is represented by diagonal probability matrix ����aðiÞ
when the number of PDUs arriving in one frame is a. Note

that a 2 f0; 1; � � � ; Ag, in which A is the maximum batch size

for PDU arrival (e.g., 1 � A � 1). Each diagonal element of

����aðiÞ can be obtained from

fað�sÞ ¼
e��sT ð�sT Þa

a!
; ð6Þ

where fað�sÞ is the probability that a Poisson events occur

during time interval T (i.e., frame length) with mean rate �s.
In the case of aggregated traffic from two users (e.g., user 1

and user 2), the matrices corresponding to state transition and

PDU arrival probability for this multiplexed source can be

calculated as follows:

U ¼ Uð1Þ �Uð2Þ; ð7Þ
����a ¼

X
iþj¼a

����ið1Þ � ����jð2Þ; i; j 2 f0; 1; � � � ; Ag; ð8Þ

for a ¼ 0; 1; � � � ; A� 2, where � denotes Kronecker product.

For the case with more than two users, these two matrices
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can be obtained in a similar way. The average PDU arrival
rate for connection i is obtained as follows:

�ðiÞ ¼ ����mðiÞ
XA
a¼0

a����aðiÞ
 !

1; ð9Þ

where ����mðiÞ is obtained by solving ����mðiÞUðiÞ ¼ ����mðiÞ and
����mðiÞ1 ¼ 1. Note that 1 is a column matrix of ones.
Therefore, with a total of N connections, the total average
PDU arrival rate at the PS queue can be obtained as follows:

� ¼ ����m
XN�A
a¼0

a����a

 !
1 ð10Þ

and ����m is obtained from ����mU ¼ ����m and ����m1 ¼ 1.

5.2 PDU Arrival Process for UGS Connections

For modeling the PDU arrival process for UGS connections,
we consider a multistate on-off model which is a special
type of dMMPP. The maximum number of states for each
connection is C and the number of PDU arrivals when the
source is in state c is c. While the state transition matrix VðiÞ
of the multistate on-off model for connection i is similar to
that of MMPP, the PDU arrival probability matrices ����cðiÞ
are different. In particular, the maximum batch size is C
(i.e., A ¼ C) and the diagonal elements of these matrices are
defined as follows:

����cðiÞ½ �j;j¼
1; j ¼ cþ 1
0; otherwise;

�
c 2 f0; 1; � � � ; Cg; ð11Þ

where the first row corresponds to the case of no PDU
arrival and ����cðiÞ½ �j;k denotes the element at row j and
column k of matrix ����cðiÞ. If there are multiple UGS
connections, the state transition matrix V and the PDU
arrival probability matrices ����c of the multiplexed connec-
tion can be obtained from (7) and (8). Note that bugs denotes
the maximum total bandwidth for UGS, where bugs ¼
M � C for a total of M multistate on-off sources.

5.3 Formulation of the Queuing Model for
Polling Service

In our queuing model, the state of the PS queue (i.e., the
number of PDUs in the polling service queue) is observed at
the beginning of each frame time. A PDU arriving during
frame time f will not be transmitted until the next frame
time f þ 1 at the earliest. The state space of the queue can be
defined as follows:

� ¼ fðS; C;XÞ; ; 1 � S � N � S; 1 � C �M; 0 � X � Xg;
ð12Þ

whereS denotes the state of dMMPP traffic sources,Cdenotes
the state of multistate on-off sources, and X is the number of
PDUs in the PS queue. While the states of dMMPP and
multistate on-off models are independent for all connections,
the number of PDUs in the queue depends on the dMMPP
arrival probabilities, the bandwidth usage for UGS connec-
tions, and the service rate at the PS queue (and, hence, the
amount of allocated bandwidth). Also, the amount of
allocated bandwidth depends on the number of PDUs in the
PS queue and the set of thresholds �. Note that, in case of
complete partitioning, the model does not need to maintain
the state of any multistate on-off source, and therefore,
C ¼ f;g.

The transition matrix P of the queue can be expressed as
in (13), where the rows of matrix P correspond to the
number of PDUs in the PS queue (i.e., X ).

P ¼

p0;0 � � � p0;A�N

..

. ..
. . .

. . .
.

pbmax;0 � � � � � � pbmax;bmaxþA�N

. .
. . .

. . .
. . .

.

py;y�bmax � � � � � � py;yþA�N

. .
. . .

. . .
. . .

.

2
6666666664

3
7777777775
:

ð13Þ

Matrices px;x0 represent the changes in the number of
PDUs in the queue (i.e., there are x PDUs during the current
frame time and it will be x0 during the next frame time).

5.3.1 Arrival Process under Rate Control

With queue-aware rate control, the matrix for the Poisson
arrival process ����ðiÞ in the MMPP model for connection i
depends on the number of PDUs in the PS queue. Therefore,
we can express this matrix as follows:

����ðxÞðiÞ ¼
~��ðx; �1; �minÞ

. .
.

~��ðx; �S; �minÞ

2
64

3
75: ð14Þ

Then, the matrix ����ðxÞa ðiÞ is obtained by using (6). If there are
multiple traffic sources, (7) and (8) are used to obtain the
complete PDU arrival process (i.e., U and ����ðxÞa ) at the
PS queue. Note that (14) can be used for both aggregate and
per-flow-based rate control.

5.3.2 Transition Matrix for the Complete Partitioning

(CP) Model

In the case of complete partitioning, PDU arrival probability
and dMMPP state transitions are given by U and ����ðxÞa .
However, the PDU departure probabilities corresponding to
all arrival state of dMMPP are identical and depend only on
the number of PDUs in the queue and the PDU transmission
error rate. Therefore, the probability of departure of n PDUs
(n 2 f0; 1; � � � ; bmax � bugsg) when there are x PDUs (x 2
f0; 1; � � � ; Xg) in the queue is obtained as follows:

DðxÞn

h i
j;j
¼ �n;BCP ðxÞ; ð15Þ

where j 2 f1; 2; � � � ; S �Ng. Note that every matrix DðxÞn has
the same size as that of U. Each element px;x0 of matrix P in
case of complete partitioning is obtained as follows:

px;x�g ¼ U
X

fn;ajn�a¼gg
����ðxÞa �DðxÞn

� �
; ð16Þ

px;xþh ¼ U
X

fn;aja�n¼hg
����ðxÞa �DðxÞn

� �
; ð17Þ

px;x ¼ U
X

fn;ajn¼ag
����ðxÞa �DðxÞn

� �
; ð18Þ

for g ¼ 1; 2; � � � ; G and h ¼ 1; 2; � � � ; A�N , where n 2
f0; 1; 2; � � � ; Gg and a 2 f0; 1; 2; � � � ; A�Ng represent the
number of departed PDUs and the number of PDU arrivals,
respectively.
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Considering both the arrival and the departure events,
(16), (17), and (18) above represent the transition probability
matrices for the cases when the number of PDUs in the
queue decreases by g, increases by h, and does not change,
respectively. Since the maximum total allocated bandwidth
can be greater than the number of PDUs in the queue and
the decrease in the number of PDUs cannot be less than the
number of PDUs in the queue, the maximum amount by
which the number of PDUs in the queue can decrease is
obtained from G ¼ min bmax � bugs; x

� �
.

5.3.3 Transition Matrix for the Complete Sharing (CS)

Model

In this case, we have to consider transmission of multistate
on-off traffic for UGS connections which have higher
priority and affect the bandwidth allocation for the
PS traffic. The departure probability matrix for the multi-
state on-off sources (corresponding to the UGS connections)
can be established as follows:

EðxÞn

h i
cþ1;cþ1

¼ �n;m; m ¼ min ðBCSðxÞ; bmax � cÞ
0; otherwise;

�
ð19Þ

where c 2 f0; 1; � � � ; bugsg. Note that every matrix EðxÞn has the
same size as that of V. For the CS case, each element px;x0 of
matrix P is obtained as follows:

px;x�g ¼ U�V
X

fn;ajn�a¼gg
����ðxÞa �EðxÞn

� �
; 20Þ

px;xþh ¼ U�V
X

fn;aja�n¼hg
����ðxÞa �EðxÞn

� �
; ð21Þ

px;x ¼ U�V
X

fn;ajn¼ag
����ðxÞa �EðxÞn

� �
; ð22Þ

where n 2 f0; 1; 2; � � � ; Gg, a 2 f0; 1; 2; � � � ; A�Ng, and
G ¼ min bmax; xð Þ.

5.3.4 PDU Blocking Process

If the PS queue does not have enough space to accommodate
all of the incoming PDUs, some of the PDUs will be blocked.
In this case, the bottom part (i.e., the rows corresponding to
the condition ðA�NÞ þ x > X) of matrix P has to capture the
PDU blocking effect. Therefore, (17) and (21), which
correspond to the CP and the CS cases, respectively, become

px;xþh ¼
XA�N
i¼h

p̂px;xþi for xþ h � X ð23Þ

and, for x ¼ X, (18) and (22) become

px;x ¼ p̂px;x þ
XA�N
i¼1

p̂px;xþi for x ¼ X; ð24Þ

where p̂px;x is obtained for the case without PDU dropping.

5.3.5 Steady State Probabilities

The queuing performance measures for the PS traffic can be
obtained from the steady state probability matrix ����st which
is obtained by solving the equations

����stP ¼ ����st; ����st1 ¼ 1; ð25Þ

where 1 is a column matrix of ones. The matrix ����st contains
steady state probabilities for the feasible combinations of the
state variables S, C, and X . This matrix can be decomposed

into�
ðCSÞ
st ðs; c; xÞ, which is the steady state probability that the

aggregated source is in state s, the multistate on-off source is
in state c and there arexPDUs in the PS queue. Note that����st is
a row matrix and ����st½ �i indicates the element at column i of
matrix ����st. Since, in the case of complete sharing, the system
state does not keep track of multistate on-off sources, the
steady state probability is reduced to �

ðCP Þ
st ðs; xÞ.

5.3.6 Transient State Probabilities

In this section, we investigate the system behavior in the
transient state. A system exhibits transient behavior when it is
not in the steady state, i.e., during the transition period until
the system reaches an equilibrium state [17]. Transient
analysis is important to observe the system behavior with
changes in inputs or system parameters, especially in a time-
varyingsystemwhichmayrarelyreachthesteadystate.Based
on Chapman-Kolmogorov equations, the probability matrix of
system states during frame time f can be obtained from

����trðfÞ ¼ ����trðf � 1ÞPðfÞ; ð26Þ

where PðfÞ is the transition matrix during frame time f . The
transient state probabilities �

ðCSÞ
tr ðs; c; x; fÞ and �

ðCP Þ
tr ðs; x; fÞ

can be obtained in the same way as that for the steady state
probabilities.

5.4 QoS Measures for Polling Service

Since the QoS measures for PS in both steady and transient

states can be obtained in a similar way, we use �ðCSÞðs; c; xÞ
and �ðCP Þðs; xÞ for the complete sharing and the complete

partitioning cases, respectively, to represent the general

probability that the dMMPP is in state s, the on-off source is

in state c, and there are x PDUs in the PS queue.

5.4.1 Average Queue Length

The average queue length for the CP and the CS cases can
be obtained as follows:

xðCP Þ ¼
XX
x¼0

x
XS�N
s¼1

�ðCP Þðs; xÞ
 !

; ð27Þ

xðCSÞ ¼
XX
x¼0

x
XS�N
s¼1

Xðbugsþ1Þ

c¼1

�ðCSÞðs; c; xÞ
 !

: ð28Þ

5.4.2 Average PDU Arrival Rate

For the CP and the CS cases, this can be calculated for
connection i as follows:

�ðCP ÞðiÞ ¼
XX
x¼0

����mðiÞ
XA
a¼0

a����ðxÞa ðiÞ
 !

1

 !XS�N
s¼1

�ðCP Þðs; xÞ; ð29Þ

�ðCSÞðiÞ ¼
XX
x¼0

����mðiÞ
XA
a¼0

a����ðxÞa ðiÞ
 !

1

 !

XS�N
s¼1

Xðbugsþ1Þ

c¼1

�ðCSÞðs; c; xÞ: ð30Þ

The total average PDU arrival rate at the PS queue for the
CP and the CS cases are calculated from

�ðCP Þ ¼
XN
i¼1

�ðiÞðCP Þ; �ðCP Þ ¼
XN
i¼1

�ðiÞðCP Þ: ð31Þ
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5.4.3 PDU Blocking Probability

To obtain the PDU blocking probability, we first calculate the

average number of blocked PDUs per frame time [18]. Given

that there are x PDUs in the PS queue and the queue size

increases by h, if hþ x > X, the number of blocked PDUs

during one frame time ish� ðX � xÞ and zero otherwise. The

average number of blocked PDUs per frame time for the

complete partitioning and the complete sharing cases are

obtained as follows:

x
ðCP Þ
bl ¼

XS�N
s¼1

XX
x¼0

XS�N�BCP ðxÞ

h¼X�xþ1

�ðCP Þðs; xÞ
XS�N
j¼1

px;xþh
	 


s;j

 !
h� ðX � xÞð Þ; ð32Þ

x
ðCSÞ
bl ¼

XS�N
s¼1

Xðbugsþ1Þ

c¼1

XX
x¼0

XS�N�BCSðxÞ

h¼X�xþ1

�ðCSÞðs; c; xÞ
XS�Nþðbugsþ1Þ

j¼1

px;xþh
	 


s;j

 !
h� ðX � xÞð Þ: ð33Þ

The terms ð
PS�N

j¼1 ½px;xþh�s;jÞ in (32) and ð
PS�Nþðbugsþ1Þ

j¼1

½px;xþh�s;jÞ in (33) indicate the total probability that the

number of PDUs in the queue increases by h at every state

of the dMMPP and the multistate on-off sources. This

probability differs from the probability of dMMPP arrival

because we have to consider the number of PDUs transmitted

during the same frame time as well. After calculating the

average number of blocked PDUs per frame time, we can

obtain the probability that an incoming PDU is blocked for the

CP and the CS cases, respectively, as follows:

P
ðCP Þ
bl ¼ x

ðCP Þ
bl

�ðCP Þ
; P

ðCSÞ
bl ¼ x

ðCSÞ
bl

�ðCSÞ
: ð34Þ

5.4.4 Queue Throughput

This gives the average number of transmitted PDUs per

frame time. We calculate the throughput by using the fact

that, if a PDU is not blocked upon its arrival, it will be

transmitted eventually. Hence, the queue throughput (num-

ber of PDUs/frame interval) for the complete partitioning

and the complete sharing cases can be obtained from

�ðCP Þ ¼ �ðCP Þð1� P ðCP Þbl Þ; �ðCSÞ ¼ �ðCSÞð1� P ðCSÞbl Þ: ð35Þ

5.4.5 Average Allocated Bandwidth

For the proposed adaptive queue-aware bandwidth alloca-

tion, the average bandwidth allocated for the complete

partitioning and the complete sharing cases can be

obtained from

b
ðCP Þ ¼

XX
x¼0

ðBCP ðxÞÞ
XS�N
s¼1

�ðCP Þðs; xÞ
 !

; ð36Þ

b
ðCSÞ ¼

XX
x¼0

Xðbugsþ1Þ

c¼1

XS�N
s¼1

ðBCSðxÞ � ðc� 1ÞÞ�ðCSÞðs; c; xÞ
 !

: ð37Þ

5.4.6 Bandwidth Utilization

This performance measure indicates the utilization of

allocated bandwidth and can be obtained from

�ðCP Þ ¼ �
ðCP Þ

b
ðCP Þ ; �ðCSÞ ¼ �

ðCSÞ

b
ðCSÞ : ð38Þ

5.4.7 Delay Statistics

Delay for a PDU is defined as the time interval (in terms of

frames) since the PDU arrived at the queue and the time

that it has been successfully transmitted. By applying

Little’s law, average delay is obtained from

d
ðCP Þ ¼ x

ðCP Þ

�ðCP Þ
; d

ðCSÞ ¼ x
ðCSÞ

�ðCSÞ
: ð39Þ

6 QUEUING MODEL FOR BEST-EFFORT (BE)
SERVICE

In this section, we present a model for approximate analysis

of the basic performance measures (e.g., average queuing

delay) for best-effort service, which has the least priority

among the three service classes. Since the allocated band-

width for the BE queue depends on the state of the UGS and

PS connections and the number of PDUs in the PS queue, the

state space for the BE queue can be expressed as follows:

�BE ¼ fðS; C;X ;YÞ; 0 � X � X;Y � 0g; ð40Þ

where Y is the number of PDUs in the BE queue with
infinite buffer size. However, maintaining all these states
will make the model quite complicated. Therefore, we
present an approximate model with the simplified state
space for the BE queue as follows:

�BE ¼ fðYÞ; Y � 0g; i > 0: ð41Þ

The model is approximate in the sense that the correlation

among multistate on-off sources, dMMPP sources, and

number of PDUs in the PS queue is ignored. However, we

will show later in this paper that the basic performance

measures obtained from this approximate model are close

to those obtained from simulations. The presented model is

for the complete partitioning case. However, the model for

complete sharing can be developed in a similar way.
We assume that the PDU arrival process is Poisson with

average rate �BE . The maximum bandwidth that can be

allocated to the BE queue is denoted by B ¼ bmax � bugs. The

transition matrix Q for this model can be obtained as in (42).

Q ¼

q0;0 � � � q0;A

..

. ..
. ..

. . .
.

qB;0 � � � � � � qB;BþA

. .
. ..

. ..
. ..

. . .
.

2
66664

3
77775: ð42Þ

Note that, since this matrix Q is used to represent the
number of packets in the BE queue, which is infinite, the
structure of Q is different from P in (13).

Element qy;y0 indicates the probability that the BE queue

has yPDUs during the current frame time and it becomes y0 in
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the next frame time. To obtain this probability, we calculate

the probability of departure of a PDU from the BE queue

based on the number of PDUs in the PS queue as follows:

kn ¼
X bþ1�1

x¼ b

XS�N
s¼1

�ðCP Þðs; xÞ
 !

; ð43Þ

for n ¼ B� b, b 2 f0; 1; � � � ; Bg and zero otherwise. Then,

each element qy;y0 is obtained as follows:

qy;y�g ¼
X

fn;ajn�a¼gg
fað�BEÞ � kn; ð44Þ

qy;yþh ¼
X

fn;aja�n¼hg
fað�BEÞ � kn; ð45Þ

qy;y ¼
X

fn;ajn¼ag
fað�BEÞ � kn; ð46Þ

for g ¼ 1; 2; � � � ; G and h ¼ 1; 2; � � � ; A, where G ¼ min B; yð Þ.
Note that (44), (45), and (46) represent the transition

probability matrices for the cases when the number of PDUs

in the queue decreases by g, increases by h, and does not

change, respectively.

Since the size of matrix Q is infinite, we apply the matrix-

geometric method [21] to obtain the steady state probabilities.

For this, we reblock matrix Q to obtain the transition

probability matrix in the following form:

Q ¼

K L
M N1 N0

N2 N1 N0

. .
. . .

. . .
.

2
6664

3
7775: ð47Þ

When the stability condition, namely, 				N21 > 				N01,

where 				 ¼ 				N, 				1 ¼ 1, and N ¼ N0 þN1 þN2 is satisfied,

then the matrix R, which is the minimal nonnegative

solution of R ¼ N0 þRN1 þR2N2, can be determined such

that 



iþ1 ¼ 



iR, where 



i contains steady state probabilities

corresponding to the number of PDUs in the BE queue. This

matrix R can be obtained iteratively from

Rðkþ 1Þ ¼ N0 þRðkÞN1 þR2ðkÞN2 ð48Þ

until jRðkþ 1Þ �RðkÞji;j < �; 8i; j (e.g., � ¼ 10�9). Next, we

calculate 



0 and 



1 by solving the following equations:

B½R� ¼ K L
M N1 þRN2

� �
; 



0; 



1½ � ¼ 



0; 



1½ �B½R�; ð49Þ





01þ 



1ðI�RÞ�11 ¼ 1: ð50Þ

Since 



i consists of A� 1 states of different number of

PDUs in the BE queue, the steady state probability of y PDUs

in the BE queue 
ðyÞ can be extracted as follows:


ðyÞ ¼ 



i½ �colði;yÞ; where colði; yÞ ¼ i� ðA� 1Þ þ yþ 1:

ð51Þ

In this case, the calculation needs to be truncated at Yt PDUs

such that 1�
PYt

y¼0 
ðyÞ < �.

Then, the average number of PDUs in the BE queue yBE
and the average delay dBE for a PDU in the BE queue can be

simply obtained from

yBE ¼
XYt
y¼0

y
ðyÞ; dBE ¼
yBE
�BE

: ð52Þ

7 PERFORMANCE EVALUATION

7.1 Parameter Setting

We consider a TDMA/TDD-based uplink transmission
scenario from a particular SS to the BS. The SS under
consideration is stationary and works in GPSS mode. The
communication between SS and BS uses rate ID 0 [22] (i.e.,
QPSK with code rate1/2). The PDU arrival process for eachPS
connection is assumed to be identical and it follows a two-
stateMMPP model (i.e.,S ¼ 2)with the following parameters:

UðiÞ ¼ 0:1 0:9
0:2 0:8

� �
;����ðiÞ ¼ � 1 0

0 2:2

� �
; i ¼ 1; � � � ; N; ð53Þ

where � indicates the traffic intensity and the maximum
batch size of PDU arrival is 20 (i.e., A ¼ 20). When � ¼ 1,
the average PDU arrival rate of this dMMPP connection is
�ðiÞ ¼ 1:9818. The PDUs from all PS connections are
aggregated into the PS queue and the size of this queue is
assumed to be 100 PDUs (i.e., X ¼ 100). The transmitter
serves the PS queue in a first-in-first-out fashion.

In our performance evaluation, we use � ¼ 1:5, band-
width allocated to SS is 12 units (i.e., bmax ¼ 12), the number
of connections under PS is 2 (i.e., N ¼ 2), and probability of
successful transmission of a PDU is 0.995 (i.e., � ¼ 0:005).
For UGS traffic, we use a three-state on-off source with the
transition matrix defined as follows:

V ¼
0:3 0:7 0:0
0:2 0:5 0:3
0:0 0:5 0:5

2
4

3
5: ð54Þ

Therefore, this source requires bandwidth of 1.1667 units on
average and bugs is set to 2. Note that we vary some of these
parameters according to the evaluation scenarios, while the
rest remain fixed according to the aforementioned setting.

For queue-aware bandwidth allocation, we consider sets of
thresholds which are uniformly located over the range of
buffer size. We use the notation e1 : ðeÞ for the set of thresholds
� ¼ fe1; e1 þ e; e1 þ 2e; � � � ; e1 þ ðbmax � bugsÞeg. For example,
1 : ðe ¼ 5Þ represents the set � ¼ f1; 6; 11; 16; 21; 26g, where
ðbmax � bugsÞ ¼ 6. For queue-aware rate control, we assume
that the minimum guaranteed rate is a function of the original
rate and is defined as follows: �min ¼ �o=2. Also, we assume
Fð�o; xÞ ¼ �o � �oðx��minÞ

2ð�max��minÞ .

7.2 Simulation Environment

A time-driven simulator, developed in MATLAB, is used to
evaluate the performance of the proposed queue-aware
uplink bandwidth allocation and rate control algorithms
and also to validate the correctness of the analytical model.

The PDU arrival and transmission events occur in a time-
slotted fashion in which the length of a time-slot is equal to
one frame interval. In the simulator, information on the states
of a multistate on-off source (i.e., dMMPP for each connec-
tion) is maintained separately for each connection. The
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number PDUs in the PS queue is calculated by considering the
number of incoming PDUs for every time slot according to the
state of dMMPP sources. In one time slot, the amount of
bandwidth allocated to UGS service is determined based on
the state of multistate on-off source. The remaining band-
width is allocated to PS. Then, according to the threshold for
bandwidth allocation setting (i.e., �), the bandwidth left from
PS will be allotted to BE service.

For queue-aware rate control of traffic arriving into the
PS queue, some of the arriving PDUs are randomly blocked
so that the arrival rate for the PS connections conforms to
the desired setting (i.e., ~��ðx; �o; �minÞ).

An independent packet error process is simulated for each
wireless transmission. We replicate each simulation 10 times
and, for each replication, the length of the simulation time is
200,000 time slots. We obtain the performance results for the
bandwidth allocation (i.e., CP and CS schemes) and rate
control scheme under varying traffic intensity, different
settings of the bandwidth adaptation thresholds, and
different rate control thresholds. Also, the performances of
the proposed queue-aware bandwidth allocation schemes are
compared with those of static allocation.

7.3 Numerical and Simulation Results

7.3.1 Queue-Length Distribution and Average Delay

Typical results on queue-length distributions and average
queuing delay for both the CS and the CP cases are shown in
Fig. 2. As expected, the length of the PS queue grows with the
number of connections. Also, since the PS traffic can use the
unused bandwidth from UGS traffic (e.g., when the multi-
state on-off source is in the off state), with the same number of
PS connections, the queue length for the CS scheme is smaller
than that for the CP case. However, for a small number of
PS connections (e.g., N ¼ 2), the queue-length distributions

become very close to each other (Fig. 2a) since the transmis-
sion rate is high enough to accommodate all arriving PDUs.
We observe that the simulation results follow the analytical
results very closely which confirms the correctness of the
analytical model.

The average delay increases with the number of
PS connections (Fig. 2b). The average delay of the CS scheme
is better than that of the CP scheme since, with CS, the
bandwidth which is not used by UGS will be yielded to
polling service. We observe that, when the traffic intensity is
low and the number of PS connections is small, average delay
remains constant since the transmission rate is high enough
so that the delay remains constant over a range of values of
traffic intensity.

However, when the traffic intensity reaches a certain
point, which we call critical rate, average delay increases
rapidly to the maximum delay. This steep rise occurs when
the queue status changes from stable to unstable since the
PDU arrival rate becomes larger than the service rate.

As expected, the average PDU transmission delay for
BE traffic increases as the PDU arrival rate at the PS queue
increases (Fig. 3). With a higher PDU arrival rate, since the
PS queue requires more transmission bandwidth, the
bandwidth allocated to the BE queue becomes smaller. Again,
the simulation results closely follow the numerical results.

7.3.2 Performance of Queue-Aware Dynamic

Bandwidth Allocation

The probability distributions for the allocated bandwidth to
PS under different settings of the bandwidth adaptation
thresholds (i.e., e) are shown in Fig. 4. As is evident, the
distribution with smaller e results in higher variance than
that with larger e. The higher variance indicates more
fluctuations in the allocated bandwidth for PS.
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Fig. 2. (a) Queue-length distribution and (b) average delay for the

PS queue.

Fig. 3. Average delay for the BE queue.

Fig. 4. Probability mass function for allocated bandwidth under different

threshold settings.
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Fig. 5 a illustrates how the different threshold settings for
dynamic bandwidth adaptation impacts the average delay for
the PDUS in the PS queue. Specifically, larger e leads to higher
average delay when the traffic intensity is low. The results for
static bandwidth allocation are also shown for comparison.

With static allocation, at low traffic intensity delay is
always one. The critical rate and the maximum average delay
(i.e., average delay when the queue becomes unstable)
depend on the amount of allocated bandwidth (i.e., bmax) to
the SS. Interestingly, the proposed bandwidth allocation
scheme with complete partitioning can maintain constant
delay when the traffic intensity is low and the critical rates as
well as the maximum average delay are equal to those for the
case of static allocation when the traffic intensity is high. In
case of complete sharing, the PS queue benefits from the off
periods in the multistate on-off source and, therefore, the
critical rate is higher and the maximum average delay is lower
(e.g., 2:75 and 9 frames, respectively, in Fig. 5a). Also, we
observe that the queue-aware allocation always achieves
100 percent utilization of the bandwidth (Fig. 5b).

Note that, while selecting the thresholds for dynamic
bandwidth allocation, the value of e should not be too large
so that the average delay can be kept small and, again, it
should not be too small so that the high variability in the
allocated bandwidth to the PS queue can be avoided (Fig. 5a
and Fig. 4). The desired setting can be determined by using
the analytical model.

7.3.3 Performance of the Queue-Aware Rate Control

Scheme

Fig. 6a shows typical variations in the controlled PDU arrival
rate for three different connections when the traffic intensity
(per connection) increases. In this case, we set �max ¼ 70 and
vary �min. With variation in traffic intensity, the controlled

arrival rate decreases when the queue length becomes larger
than the threshold �min. However, according to the modeling
assumption, the controlled arrival rate cannot be reduced
below the minimum guaranteed rate, which is half of the
traffic intensity in this case. This explains the “ripple”-like
behavior of the controlled arrival rate. Note that the threshold
settings determine the values of the traffic intensity at which
the slopes of the envelope of the controlled arrival rate change
and the minimum guaranteed rate is achieved.

Typical variation in average delay for the PDUs in the
PS queue under different rate control threshold settings for
the PDUs in the PS queue is shown in Fig. 6b. Even though the
average delay increases with increasing traffic intensity, due
to rate control, the average delay does not approach
maximum delay very rapidly as in the case without rate
control. However, as the traffic intensity increases to a certain
point (e.g., � ¼ 5:5 in Fig. 6b), there is no difference between
any rate control threshold setting since the traffic sources
reach their minimum guaranteed rates. Therefore, the
average delay is close to the maximum delay, which indicates
that the queue is full most of the time. Also, smaller �min
results in lower delay since the PDU arrival rate is controlled
earlier compared to the case with larger �min.

7.3.4 Transient Analysis

For transient analysis of the QoS performances of the
adaptive bandwidth allocation and rate control schemes,
we assume that the PS queue is empty at time zero (i.e.,
����trð0Þ ¼ ½ 1 0 � � � 0 �). We vary the number of PS connec-
tions during different time periods (e.g., N ¼ 3; 4; 5; 6; 7; 5
during time periods 1-40, 41-80, 81-120, 121-160, 161-200, and
201-240, respectively, in Fig. 7). We consider the complete
partitioning case here with bmax ¼ 12 and set the traffic
intensity parameter to one (i.e., � ¼ 1).
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Fig. 5. Variations in (a) average delay and (b) bandwidth utilization under
varying traffic intensity. Fig. 6. Variations in (a) controlled PDU arrival rate for a PS connection

and (b) average delay under different rate control threshold settings.
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Typical variations in queue-length, amount of allocated
bandwidth, controlled PDU arrival rate, and average delay
with time are shown in Fig. 7. For controlled PDU arrival
rate, we observe only the first three connections each of
which has a different threshold settings (i.e., �min ¼
30; 40; 50 and �max ¼ 70). For the other connections, we
assume �min ¼ 40 and �max ¼ 70.

The PS queue length increases asymptotically (toward
the average number of PDUs at steady state) with an
increasing number of PS connections (Fig. 7a). With the
queue-aware bandwidth allocation, when the number of
PS connections becomes more than five (so that the sum of
PDU arrival rates becomes larger than bmax), the allocated
bandwidth reaches the maximum available bandwidth, at
which point, the transmission rates for the connections are
controlled (as shown in Fig. 7b). In this case, since different
connections have different rate-control threshold settings,
the arrival rate is controlled differently for each conection.

We observe from Fig. 7b that, when the number of
connections is less than five, the average delay remains
constant. However, when the queue becomes unstable,
average delay is less than maximum average delay since the
arrival rate for each of the connections is controlled. Note
that, the discontinuities in the variation in average delay are
due to the change in the number of PS connections which
results in a sharp change in the PDU arrival rate into the
queue. This causes transient variations in the amount of
bandwidth allocation. Since the durations of these disconti-
nuities are typically only a few frame intervals, the impact
on overall performance would be negligible.

8 CONCLUSIONS

We have presented a queue-aware adaptive uplink band-
width allocation and rate control mechanisms for polling
service in IEEE 802.16 broadband wireless access networks.
By utilizing the queue state information, the proposed
mechanisms can maintain the packet-level QoS perfor-
mances at the desired level. We have presented a
comprehensive queuing analytical model to investigate
the performances of the proposed schemes in both steady
and transient states. While an exact model that captures the

correlation of all traffic sources and the number of PDUs in

the polling service queue has been formulated, an approx-

imation model for the best-effort queue has been presented.
Performance evaluation of the proposed radio resource

management model has been carried out extensively which

reveals the interrelationships among the different perfor-

mance measures. The correctness of the analytical model

has been validated by simulations. The proposed analytical

framework would be useful for 802.16-based radio access

design and engineering.
The following provides a summary of the key results:

. When the PS queue is stable, the queue-aware uplink
bandwidth allocation scheme can maintain the
average delay at a constant level while maximizing
the resource (i.e., radio bandwidth) utilization.

. While the maximum allocated bandwidth affects the
critical rate and the maximum delay when the queue
is unstable, the threshold settings affect the average
delay when the queue is stable and also affects the
distribution of bandwidth allocation. In particular, a
larger interval between thresholds results in higher
delay; however, the fluctuation in the allocated
bandwidth becomes smaller.

. Since the setting of the rate-control thresholds (i.e.,�min
and �max) affects the QoS performances, rate control
can be used to prioritize different PS connections
through different threshold settings.

. The impacts of bandwidth allocation and rate-control
parameter settings (for PS connections) on the
performance of BE service can be quantified by the
approximate queuing analytical model for BE service
presented in this paper.
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Fig. 7. (a) Queue-length and allocated bandwidth for PS queue and (b) controlled arrival rate and average delay obtained from transient analysis.
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