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Abstract- The bandwidth of the broadband wireless access is
managed by a centralized base station (BS), which is achieved
by a connection admission control (CAC) mechanism and a
scheduler dynamically managing hundreds or thousands of
ongoing connections persistently. The quality-of-service (QoS)
services are also provided in the system for supporting more and
more important multimedia services in wireless communications.
There is a thorny problem, among these QoS types, of real-time
polling service (rtPS) management when deciding the admission
of new coming or scheduling ongoing connections due to their
indeterminate characteristics of bandwidth requirement, e.g.,
variable bit rate (VBR) and delay constraint. This paper uses the
characteristics of traffic variations as a parameter to construct
the CAC mechanism for managing the real-time VBR services.
Simulation results show that the proposed CAC can low down
the call blocking probability of both rtPS and nrtPS traffics
compared with the results of IEEE 802.16 standard. It not only
decreases the number of dropped serving PDUs but also increases
the system utilization.

I. INTRODUCTION

The broadband wireless access (BWA) technology has been
receiving much more attentions recently due to its high
bandwidth access [2], [4], [5]. This technology enables more
and more multimedia applications such as real-time interactive
conference and digital audio/video broadcasting (AVB) applied
in the wireless environment. These multimedia applications
all have the properties, e.g., VBR, time sensitivity, and delay
constraint, etc, and needs an efficient CAC and scheduling
mechanism to manage these data flows.

In order to serve multimedia applications, the IEEE 802.16
standard [ 1 ] has been proposed to provide QoS capacity
in BWA networks. These QoS types include the serving of
constant bit rate (CBR) connection as the unsolicited grant
service (UGS), the real-time VBR connection as the real-time
polling service (rtPS), the non-real-time VBR connection as
the non-real-time polling service (nrtPS), and the best effort
service (BE). Although IEEE 802.16 constructs a platform for
the use of BWA, it is still lack of the parts of bandwidth
allocation and CAC polices to manage the radio resource.
Many solutions are investigated in literature to make up for

these shortcomings [6], [7], [8], [9]. In [6], the authors propose
a QoS packet scheduling scheme for different types of services
in 802.16 BWA networks. The paper [7] presents a resource al-
location strategy called enhanced staggered resource allocation
(ESRA) to maximize the number of concurrent transmissions
so that the throughput can be maximized. However, this work

does not consider the properties of channel conditions, which
will impact on the size of queueing buffer, to adjust the amount
of bandwidth allocation to each connection. The work [8] takes
the viewpoint of controlling the admission for the bandwidth
asymmetry in uplink and downlink to maximize the network
resource utilization. However, the real-timer service flows are
not considered in this work and will lead to QoS violation of
real-time services. In [9], the authors present a queueing-based
model for dynamic resource allocation and CAC mechanism,
which considers both connection-level and packet-level QoS to
overcome the mentioned drawback. Nevertheless, all of these
works do not consider the property of bandwidth variation in
real-time services, which will influence the QoS.

In this paper, we propose a traffic-variation-aware connec-
tion admission control (TCAC) mechanism for real-time ser-
vices to decrease the connection blocking probability as well
as the packet dropping probability due to its delay constraint.
This mechanism is achieved by considering the characteris-
tics of rtPS and nrtPS, e.g., minimum reserved traffic rate,
maximum sustained traffic rate, and maximum latency, etc. A
Markov queueing-based model is also presented to analyze the
packet dropping probability for dynamic bandwidth allocation.
Under the proposed scheme, the amount of allocated band-
width to the PS class can be adjusted dynamically according to
the variations in traffic load and/or channel quality so that the
QoS performances such as packet delay and packet dropping
probability can be maintained.

The rest of this paper is organized as follows. In Section II,
the system model and assumptions are described; moreover
some notations are defined. In Section III, we proposed a
traffic-variation-aware connection admission control scheme,
and the analytical model for the proposed scheme is also
presented. Section IV presents the performance evaluation
results. Conclusions are stated in Section V.

II. SYSTEM ASSUMPTIONS AND DEFINITIONS

A. User Satisfaction Degree
The user satisfaction is assessed by taking the utility func-

tions described in [9], which represents the level of satisfaction
on the perceived QoS for different service types. The utility
of each connection i counts on on the amount of allocated
bandwidth, delay degree, throughput for the UGS, rtPS, nrtPS,
and BE connections, respectively. In other words, the higher
value of the utility for connection i is, the more satisfied the
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connection is. The utility functions represented for UGS and
BE connections are defined as

UuGs(b~) 1, if bi > b(req)UuGs(bi) ~UGS(1US 0, otherwise

and

UBE(bi) { 0, otherwise (2)

where the amount of allocated bandwidth bi for connection i
is higher than or equal to the required bandwidth b(req) theUGS
utility for a UGS connection is the one, i.e., highest. Simi-
larly, when the BE connection is admitted into the network,
the utility for a BE connection is one. For rtPS and nrtPS
connections, the modified sigmoid function is used to obtain
utility as a function of the packet-level performance measures.
Both in uplink and downlink the utility for rtPS and nrtPS
connections can be represented as functions of the allocated
bandwidth as follows:

Urtps(bi) = 1

and

I

1 + e grt-(d(Qy,A,b&)dreq- hrt)
1

UnrtPS (Li) 1 + e-gnrt (T(y,,A,bi) req
-
hnrt)'

(3)

(4)

where d(-, A, bi) and T(-, A, bi) imply the average delay and
the transmission rate of connection i with the PDU arrival rate
A and the average SNR value when the amount of allocated
bandwidth is b. In addition, Yr,t, gnrt, hrt, and hnrt are the
parameters of sigmoid function. The grt and gnrt determine
the sensitivity of the utility function to delay or throughput
requirement. The hrt and hnrt represent the center of the
utility function.

B. Standard Deviation Estimation for Polling Service

In general, most of strategies of bandwidth management are
partitioning the bandwidth into four parts. The size of each
portion of bandwidth is not equal. Usually, the portion ofUGS
is bigger than PS and the portion of PS is bigger than BE.
Every part of bandwidth has a quota determined by BS in
advance. Because the BE and UGS is CBR, thus the effect
of UGS and BE on CAC and bandwidth management can be
neglected here.
Now, let us consider more about the features of PS. If

the BS admits fewer PS connections, the QoS-guarantee of
each connections can be ensured. However, the remainder
available bandwidth for PS are totally wasted. On the contrary,
it will result in QoS degradation that user cannot tolerate
if the BS admits too many PS connections unconditionally.
This is because the characteristic of the VBR of PS. In other
words, it may happen that the BS admits too many or deficient
connections if the CAC is not well designed.

Consequently, in order to ensure the reliability of QoS-
guarantee, we propose a standard deviation estimation for
PS scheme. First, we assume that polling service arrival
process which has its own maximum sustained traffic rate rmax
and minimum reserved traffic rate rmin follows a Modulated

Markov Poisson Process (MMPP) model. MMPP is a n-
state Markov chain that has different rates in each state and
with more parameters compared with Poisson distribution.
Therefore, it is able to capture diverse characteristics of
the connection calls. In other words, MMPP model is more
general than a traditional poisson model and is able to capture
burstiness in traffic arrival process. The state space is given as
follows

S = {1,2, ..., n}. (5)
Each of the states denotes an unique value which is subtracting
rmin from rmax. Note that S is system view variation of all
connections. The transition probability matrix I and Poisson
arrival rate matrix can be expressed as follows, respectively,

ti,l tl,n

7 = t2,1 t2,n
and

Ltnr, ... tnr n

[ a1

an I
. (6)

Each diagonal element of A is given by,

P-()e T(aT)x
s CeSaSs ={=af1,2 ...** Can}

(7)
where P, (a,) is the probability that x Poisson events occur
during the time interval T, i.e. frame length with the mean
rate as. The average system deviation of PS is calculated by

n

d = E: s x 7(s),
s=l

(8)

where 7(s) is the steady state probability of Markov chain.
Thus, the standard deviation estimation function is obtained

as follows

(9)

which C is the set of all PS connections and ci denote the
difference of rmax and rmin for the i-th connection.

III. TRAFFIC-VARIATION-AWARE CONNECTION
ADMISSION CONTROL

The purpose of CAC is to limit the number of connections
in the network if all of the bandwidth has been used up to
provide the highest QoS to existing users. Thus, a resource
reservation with QoS constraints is considered, suppose that
there are TB bandwidth in a frame time, and we set four service
types UGS, rtPS, nrtPS, and BE with different quotas such that

BUGS + BrtPS + BnrtPS + BBE = B (10)

In order to obtain the optimal setting values of these four
quotas for system, i.e. BX, x C {UGS,rtPS,nrtPS,BE}. Let
the average allocated bandwidth per connection is bx(t) in
both uplink and downlink such that

b-(t) bi(t) + b2(t) + - -+ bk(t) k (11)

TT /L \

07 = E(ci PPC (ci),
i

12 12
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which the bi(t),b2(t),. ,bk(t) is the allocated bandwidth
for each connections obtained from history statistics recorded
every t interval by BS. Also let connection arrival rate ,u, and
connection holding time 1/v for particular service type. Then,
we model these four service types with Marcov chain to esti-
mate the connection-level performances such as the connection
blocking probability, the average number of connections, and
the connection utility.

In addition, the maximum number of ongoing connections
which system can tolerate under a certain bandwidth B, is
defined as follows,

L bx t)I'
Nz(t) b t

bLbx(t)-

when x C {UGS, BE},

I , when x C{rtPS, nrtPS}.

Furthermore, the state space of the amount of connections
is C = { i 0O i < Nx(t) }, where i denote the number
of ongoing connections for a specific service type. Also, the
transition matrix of Markov chain is obtained as follows,

p

v

v/Il
-ivi-1

(13)
The steady state probability 7w of Markov is calculated by

solving 7rjP = 0 and 7r1 = 0, where 0 and 1 are row marix
of zero and column matrix of one. Besides, the steady state
space is given by,

1rc = [7rC(0): 7rC(1):-** 7rC(i: 7TC(Nx (t))] (14)

where 7i denotes the steady state probability that there are
total i ongoing connections.
From (8) to (12), the average number of connections ob-

tained as follows,

Nx (t)
C E i x wc(i). (15)

i=O

Similarly, the connection block probability is computed as
follows,

Pblock = 7c(Nx(t)). (16)

Once these four quotas BUGS, Brtps, BnrtpS, and BBE are
determined by administrator, the CAC could be implemented
in two-phase algorithm mentioned in Fig. 1 and Fig. 2. Note
that the two-phase CAC algorithm should be invoked frame
by frame. Phase-I is for admission of new connections, and
phase-2 is used to provide QoS for ongoing connections. The
two-phase CAC algorithm is described in detail as follows.

PHASE ONE - THE PSEUDOCODE OF CONNECTION ADMISSION CONTROL

01: tmp= tmpItpS tmPnrtPs = tmPBE = 0;
02: for( i CCUGS){
03: if(tmp. + b(upreq) + b(doreq) BUGS)US UGS >B )
04: continue; reject this connection.
05: else{ b7p = bjuper);eq b do b doq) tmp= tmpu + bP +b; }
06: }
07: for( i C CrtpS){
08: if((minf(d(yi,>Ap,b))<d(4Preq) & min,(d(',A° b))<d (do,req) true){
09: if((tmprt +minb(dJyj\7,b)) + (minb(d(yi,>Ai,b))) > BtpS)
10: continue; reject this connection.
11: else{
12: if (0o(ci, C) > T,) continue; II reject this connection.
13: else{ bP = minb, (d(/, AlP, b));
14: bd = minb (d(%i, MO b));
15: tmpr= tmp + b do+ b7;
16: }
17: }
18: }
19: else continue; reject this connection.
20: }
21: for( i C CnrtPS){
22:~~~~if(mn( up,,,)>4Wreq) & min (T(%,iAdo b))> (do,req) ) )22: if(ibT~,Apb)>~ & )=true){

23: if(tmpnrt + (minb(T(<yi,Aup b))+minJT(%, Ado b)) > BnrtPS)
24: continue; reject this connection.
25: elsef biUp = minb (r (yi 7 AT,P b) )
26: bo = minb (r(%, Alo, b));
27: tmp. tmpnr + bCfo + b7';
28: }
29: }
30: else continue; reject this connection.
31: }
32: for( i CE CBE){
33: if(tmpBE + 1 + 1 > BBE) continue;
34: else{ b7p = 1; bdo = 1; tmpBE = tmpBE + bdo + b7P;}
35: }

Fig. 1. Admitting new connections.

A. Admission ofNew Connections

The first phase is a initial state ofCAC and it is also for CAC
to judge whether a new connection can be admitted or not.
Note that each of new connections has its own service type,
and each of service types has the different quotas constraint
defined by BS in advance. For UGS connections, once the
BUGS is exhausted by ongoing connections, the CAC will
reject new UGS connections and progress to the step of
rtPS condition. Considering about rtPS connections, because
rtPS is real-time variable bit rate, the rtPS connections will
have delay constraint and min-max traffic rate constraint.
Therefore, the BS has to satisfy SSs with the delay condition
first. Then, BS is going to decide which and how many
connections can be admitted according to the deviation of
bandwidth variation caused by rtPS. This behavior not only
warrant the QoS level of connection but also ensure the
connection blocking probability being certain value, that is
to say, the connection blocking probability can be maintained
below specified threshold and BS still can provide superior
service to SSs. If connections drained of the BrtpS, CAC will
decline a new connection likewise. For nrtPS connections, the
blocking situation is the same when BnrtpS is consumed by
ongoing connections. The BE connections are treated alike. In
other words, once BE connections spend out the BBE, the new

Nx (t)v Nx (t)v
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PHASE Two - THE PSEUDOCODE OF CONNECTION ADMISSION CONTROL

01: for( i C CUGS){
02: bVP b(uP!req); bdo = b(do,req)i UGS 'i UGS
03: }
04: for( i E CrtpS){
05: b7P miTnb (d(%1A, P b)) < d(uP req);
06: bdo minb(d(i, Ado, b)) < do.d'qo *
07: }
08: for( i CE CnrtPS){
09: b7p = minb(TyA1,A b)) > d(up -q)

10: bdo = minb(T(i,Ado, b)) > d(dorec)
11: }
12: for( i E CBE)f
13: buP = 1; bd = 1;
14: }
16: Callo = CUGS U CrtPS U CnrtPS U CBE
17: while((Zi bi < IB)&(bi < bmax)&(C,aiio! 0)){
18: j = arg mini (U(bi));
19: bj = bj + 1;
20: if(bj == bmax) Callo = Callo- j;
21: if(Zi¢:UGs bi BUGS) Callo = Callo -CUGS;
22: if(Zi¢ rtPS bi Brtps) Callo = Callo -CrtPS;
23: if(Z1i¢nrtPS bi BnrtPS) Callo = Callo- CnrtPS;
24: if(Zi1¢ BE bi BBE) Callo = Callo - CBE;
25: }
26: return Phase-i; accept new connections.

Fig. 2. Providing the highest QoS to existing users.

BE connection will also be blocked.

B. Supply of Ongoing Connections

After determining which and how many connections to be
served, the second phase CAC will first calculate the allocated
bandwidth with the satisfied QoS requirement, i.e. delay,
minimum bandwidth, and transmission rate, for each ongoing
connection and obtain the remaining available bandwidth of
TB. Once each connection's minimum requirement is reached,
the CAC will search for the connection with lowest utility
(i.e. the satisfaction of a certain connection is smallest) and
take the advantage of remaining bandwidth TB to improve the
satisfaction of a connection which has lowest utility. The two-
phase CAC is invoked frame by frame and finishes while
either all connections approach to their maximum bandwidth
requirement or all available bandwidth TB has exhausted.

IV. NUMERICAL AND SIMULATION RESULTS

A. Parameter Setting

The simulation environment is set one serving BS and
multiple SSs. The frame length is 5 ms and the number of
available bandwidth which can be allocated in one frame is
200 units per frame. In other words, there are 200 units per
frame used to transmit PDUs. The length of MAC PDU is set
fixed 100 bits. And the transmission bandwidth is 25 MHz.
Moreover, the size of the queue is 100 PDUs. And we use the
ns-2.29.3 with WiMAX module [3] to be our simulation tool.

The parameters grt, gnrt, hrt, and hnrt of the modified
sigmoid utility function are set 2, 2, 0, and 0, respectively.
The b'req) and b$<°req) are set 2 unit per frame. The de-
lay constraints d(uPreq) and '(do'req) are fixed 5 frames. The
throughput constraints T(upreq) and T7(do,req) are defined 15
PDUs per frame. In other words, the throughput constraint
is 3000 PDUs per second. All connections request are 5
PDUs per frame at least and 150 PDUs per frame at most
in addition. Furthermore, the unit of allocated bandwidth for
these connections depends on the modulation and coding
rate scheme. Generally, the minimum amount of bandwidth
(bmin) and maximum amount of bandwidth (bmax) allocated
per connection is 1 and 10 units, respectively.

The traffic source we used for polling service is the two
state MMPP, i.e. n=2. Besides, the PDU arrival process of each
polling service connections is the same. Each of connections
randomly has different rmin and rmax, and the range from
rmin to rmax per frame is set from 1 to 150 PDUs.

= L0.1 0.9 A= 0 0
E0.2 0.8 [0. 1

(19)

The PDU arrival process for UGS connections follows ON-
OFF state source model. In addition, the connection arrival
time 1/,u and connection holding time 1/v are assumed to be
exponentially distributed. We specify the average holding time
for UGS, rtPS, nrtPS, BE to be 10, 15, 20, and 25 minutes,
respectively. And we adjust the connection arrival rate to see
the connection blocking probability and system Utility under
different traffic load scenarios. And, we set B, = 20, BUGS =

25, Brtps = 40, BnrtpS = 25, and BBE = 10.

C. Connection Admission Control Measure

As mentioned in previous section, we can obtain some CAC
metrics to help us whether a connection admitted or not.

Traffic variation: This refers the variation of allocated band-
width. While the r1 is getting smaller, the effect causing the
QoS violation is getting larger.

TE

07

Admitted connections: This denotes that the number of
connections can be admitted per interval.

B. Numerical and Simulation Results

These results we proposed are comparison with [9]. Fig. 3
shows the connection blocking probability under different traf-
fic load. The blocking probability grows up when connection
arrival rate is getting larger. Besides, the blocking probability
of TCAC is minor improved.

Moreover, the number of average connections is shown
in Fig. 4 and it demonstrates that our scheme accepts more
connections than Iterative approach.

The QoS degradation of polling service is shown in Fig. 5
and the connection arrival rate is set as 1. The discontent of
delay constraint is the main factor that cause the degradation of
rtPS connection. We can investigate that the QoS degradation
varies with simulation time. The TCAC approach record theti(1- Pblock)
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variation of each traffic rate so that the CAC will not admit
connections whose deviation between rmin and rmax is too
large when system deviation, i.e. ongoing connections, is huge.
Therefore, the QoS degradation we proposed is less than
Iterative approach. Also, the dropped PDUs we proposed are
more stable than Iterative one.

In Fig. 6, we see the differential in system utility between
Iterative approach and TCAC method. It is obvious that the
performance we proposed is better than Iterative approach.
Because we take the consideration of traffic variation of
polling service connections.

V. CONCLUSION

In this paper we proposed a TCAC mechanism in IEEE
802.16 broadband systems. The TCAC mechanism is more
outstanding than previous studies because we take a consider-
ation of deviation of traffic rate of rtPS service type. Moreover,
the QoS can be maintain at target level and the computational
complexity of our algorithm is only 0(connections). It is also
possible that binds the CAC and bandwidth allocation in the
future.
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