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Abstract— In this paper we present the implementation of a
bandwidth broker architecture for the centralized management
of the QoS in native IPv6 DiffServ networks in a multi-domain
environment. The bandwidth broker has been programmed in
JAVA and uses COPS-PR as an intra-domain communication
protocol and SIBBSv6 as an inter-domain communication
protocol. The latter protocol is also presented. SIBBSv6 is a
variation of the SIBBS inter-domain communication protocol
with some new features such as the IPv6 support. The evaluation
of the proposed architecture has been tested by implementing a
real IPv6 DiffServ testhed composed of three domains. Each of
these domains is managed by the developed bandwidth broker
named BBv6. The results of these tests and the corresponding
conclusions are also presented.
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L. INTRODUCTION

Two of the main concerns in Mobile IPv6 technology are
QoS and [Pv6 in which they are needed in both core and access
networks. In fact, they are also a common feature in the Next
Generation Networks (NGNs).

IPv6 is currently supported by the main software and
hardware applications, at least at the basic stage, and 1s present
in the main worldwide networks. Moreover, as a result of the
work carried out by the USAGI project [1], which has merged
its work into the official Linux kernel, IPv6 stack in Linux O3S
is now fully compliant with advanced I[Pv6 conformance and
interoperability tests [2][3]. Thus, real IPv6 testbeds with Linux
OS can be implemented with performance guarantees.

The QoS management for the new IP technologies in NGNs
has undergone important advances with the introduction of the
Policy-based network management (PBNM) for resource
allocation. NGNs require automatic provisioning of QoS and
PBNM simplifies the definition and deployment of network
policies through centralized management frameworks.
Therefore, the centralized management of networks with QoS
and/or Traffic Engineering has become a fundamental 1ssue in
recent research. Some proposals are the Bandwidth Brokers
(BB) [4] for DiffServ networks or the Path Computation
Elements (PCE) [5] for MPLS-TE.

The BBs are devices capable of automatically managing the
QoS using a centralized architecture within a DiffServ domain
which have been proposed for the control and management of
QoS provisioning to reduce the complexity of the control plane.
They are basically resource controllers which manage the
limited amount of resources specified by the client contracts or
the Service Level Agreements (SLAs) of a DiffServ domain
and make the service allocation decisions from those resources
to be applied to the nodes of that domain. The BBs allow the
administrator to configure network policies with a high level
language and a friendly interface and save these policies in a
structured way for the different nodes involved. They are then
configured within these nodes using specialized policy-based
transmission protocols, making them transparent to the
administrator. These architectures are able to manage DiftfServ
networks using an intra-domain communication protocol for
policy delivery and are able to interact with other BBs in other
DiffServ domains by using an inter-domain communication
protocol.

This paper expands on a previous study [6] in which the
authors presented a bandwidth broker architecture for the
centralized management of a single TPv6é DiffServ domain
through an intra-domain communication protocol. This paper
presents the implementation of a bandwidth broker architecture
for the centralized management of the QoS in native IPv6
networks in a multi-domain environment and therefore, the
implementation of the inter-domain signaling among BB peers
in different IPv6 DiffServ domains. The performance has been
analyzed in a real testbed with three DiffServ domains which
have [Pv6 networks.

The paper will proceed as follows. In section 11 we provide
the background for the network architecture required to reach
the objectives. In section I11, we describe the BBv6 and the new
inter-domain module. In section IV we describe the testing
environment, the policies used and the evaluation results of the
tests. Finally, we make our concluding remarks and comment
on future work in the last section.

II. NETWORK ARCHITECTURE

DiffServ  networks were introduced to solve the
implementation and deployment difficulties of IntServ
networks. The Differentiated Services Working Group
(DiffServ WG) [7] defined an architecture based on pushing
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