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Abstract- In this paper we present the implementation of a

bandwidth broker architecture for the centralized management
of the QoS in native IPv6 DiffServ networks in a multi-domain
environment. The bandwidth broker has been programmed in
JAVA and uses COPS-PR as an intra-domain communication
protocol and SIBBSv6 as an inter-domain communication
protocol. The latter protocol is also presented. SIBBSv6 is a

variation of the SIBBS inter-domain communication protocol
with some new features such as the IPv6 support. The evaluation
of the proposed architecture has been tested by implementing a

real IPv6 DiffServ testbed composed of three domains. Each of
these domains is managed by the developed bandwidth broker
named BBv6. The results of these tests and the corresponding
conclusions are also presented.

Keywords- IPv6; QoS; Differentiated-Services; Policy Based
Networking Management; COPS-PR; SIBBS

I. INTRODUCTION

Two of the main concerns in Mobile IPv6 technology are

QoS and IPv6 in which they are needed in both core and access

networks. In fact, they are also a common feature in the Next
Generation Networks (NGNs).

IPv6 is currently supported by the main software and
hardware applications, at least at the basic stage, and is present
in the main worldwide networks. Moreover, as a result of the
work carried out by the USAGI project [1], which has merged
its work into the official Linux kernel, IPv6 stack in Linux OS
is now fully compliant with advanced IPv6 conformance and
interoperability tests [2][3]. Thus, real IPv6 testbeds with Linux
OS can be implemented with performance guarantees.

The QoS management for the new IP technologies in NGNs
has undergone important advances with the introduction of the
Policy-based network management (PBNM) for resource

allocation. NGNs require automatic provisioning of QoS and
PBNM simplifies the definition and deployment of network
policies through centralized management frameworks.
Therefore, the centralized management of networks with QoS
and/or Traffic Engineering has become a fundamental issue in
recent research. Some proposals are the Bandwidth Brokers
(BB) [4] for DiffServ networks or the Path Computation
Elements (PCE) [5] for MPLS-TE.

The BBs are devices capable of automatically managing the
QoS using a centralized architecture within a DiffServ domain
which have been proposed for the control and management of
QoS provisioning to reduce the complexity of the control plane.
They are basically resource controllers which manage the
limited amount of resources specified by the client contracts or
the Service Level Agreements (SLAs) of a DiffServ domain
and make the service allocation decisions from those resources
to be applied to the nodes of that domain. The BBs allow the
administrator to configure network policies with a high level
language and a friendly interface and save these policies in a
structured way for the different nodes involved. They are then
configured within these nodes using specialized policy-based
transmission protocols, making them transparent to the
administrator. These architectures are able to manage DiffServ
networks using an intra-domain communication protocol for
policy delivery and are able to interact with other BBs in other
DiffServ domains by using an inter-domain communication
protocol.

This paper expands on a previous study [6] in which the
authors presented a bandwidth broker architecture for the
centralized management of a single IPv6 DiffServ domain
through an intra-domain communication protocol. This paper
presents the implementation of a bandwidth broker architecture
for the centralized management of the QoS in native IPv6
networks in a multi-domain environment and therefore, the
implementation of the inter-domain signaling among BB peers
in different IPv6 DiffServ domains. The performance has been
analyzed in a real testbed with three DiffServ domains which
have IPv6 networks.

The paper will proceed as follows. In section II we provide
the background for the network architecture required to reach
the objectives. In section III, we describe the BBv6 and the new
inter-domain module. In section IV we describe the testing
environment, the policies used and the evaluation results of the
tests. Finally, we make our concluding remarks and comment
on future work in the last section.

II. NETWORK ARCHITECTURE

DiffServ networks were introduced to solve the
implementation and deployment difficulties of IntServ
networks. The Differentiated Services Working Group
(DiffServ WG) [7] defined an architecture based on pushing

Authorized licensed use limited to: KTH THE ROYAL INSTITUTE OF TECHNOLOGY. Downloaded on February 26, 2009 at 04:17 from IEEE Xplore.  Restrictions apply.



complexity to the edges of the network and keeping
classification and packet handling functions in the core network
as simple as possible [8]. Moreover, DiffServ (DS) offers more
scalability of QoS provisioning than the IntServ networks
because "the amount of state information is proportional to the
number of classes rather than the number of flows" [9].

In these kinds of networks a customer may be a user
organization (source domain) or another DS domain (upstream
domain). Both must have a service contract, or SLA, with its
ISP to receive differentiated services where the service classes
supported and the amount of traffic allowed in each class will
be specified through the Service Level Specifications (SLSs)
[10]. Therefore, these SLSs are the set of parameters which
define the services offered to the traffic flows by the DiffServ
domains and are composed of Traffic Conditioning
Specifications (TCS) [10] which specify the set of
classification rules and the traffic profiles.

The flows are classified by the MultiField (MF) classifier,
and then metered, policed, marked and shaped at the edge
nodes of a DiffServ domain. The core nodes handle packets
according to Per Hop Behaviors (PHBs) [8] which are selected
on the basis of the Behavior Aggregate (BA) classifier which
selects packets based exclusively on the DS field contents. The
DiffServ codepoint (DSCP) [11] in the DS Field maps the class
of service in every IP packet header, IPv4 and IPv6. Therefore,
the PHB is the forwarding treatment applied to a collection of
packets with the same DSCP which cross a link in a particular
direction at a DiffServ-compliant node. When a packet
ingresses into a DS domain from another DS domain, its DSCP
may be re-marked according to the SLA between the two
domains.

A. Intra-domain management
The IETF's Policy Framework Working Group (Policy

WG) [12] proposed anarchitecture for the policy-based network
management providing a framework to enable centralized
control of a domain which is independent of the devices and
protocol that form it. The architecture proposed is composed of
a Management Console, a Policy Repository, a Policy Decision
Point (PDP) and a Policy Enforcement Point (PEP). An intra-
domain communication protocol is needed for the transmission
of policy decisions from the PDP to the PEP within a domain.
This was standardized by the Resource Allocation Protocol
Working Group (RAP WG) [13] on the development of COPS
(Common Open Policy Service) [14].

COPS is a query/response protocol (stateful) that uses TCP
and supports two common models for policy control:
Outsourcing and Configuration. The latter, COPS-PR
(Common Open Policy Service for Policy Provisioning) [15], is
the COPS evolution to cover the DiffServ model needs. In this
model the PDP may proactively provision the PEP and both
have a virtual container called PIB (Policy Information Base)
where the policies are stored. This PIB has a tree structure
formed by PRovisioning Classes (PRCs) which contain
PRovisioning Instances (PRIs) [16]. Once the PEP has been
initiated, and whenever there are updates, the appropriate
policies are sent out by the PDP (Fig. 1). This way the PDP
keeps the two PIBS synchronized.

Figure 1. COPS-PR signaling between the PDP and the PEP

There are other intra-domain protocols for network policy
delivery, such as the one developed by the Configuration
Management with SNMP Working Group (SNMPConf WG)
[17], in charge of mapping the Policy WG framework to
SNMP, defining the Policy Based Management MIB [18].
However, as stated in [6], COPS-PR/PIB has some advantages
over SNMP/MIB.

B. Inter-domain management
The first organism to define the basic architecture of a BB

was the Internet2 QBone Bandwidth Broker Advisory Council
(12-QBBAC) in the year 2000 [19] which stated that a BB must
be composed of an inter-domain communication interface, an
intra-domain communication interface, a database that contains
the network topology and of an external or embedded
QoS/policy management service which should be based on
SLAs and Resource Allocation Requests (RARs). Moreover,
they developed SIBBS (Simple Inter-domain Bandwidth
Broker Signaling), the first inter-domain signaling protocol for
this kind of architectures.

Some proposals have been made for inter-domain
communication protocols. RSVP [20], BGRP [21][22], DSNP
[23], DARIS [24], COPS-SLS [25], COPS-DRA [26] and
SIBBS are the more noteworthy examples. As scalability and
aggregation are not a factor and we are working in centralized
environments with SLA/SLS, the most suitable election would
be COPS-SLS and SIBBS, even though neither of them are
standardized.

SIBBS is a very simple TCP based protocol to be used
between BBs. A RAR message is sent by a BB to its peer with
information related to the QoS request and the other parameters
of the service. A RAA (Resource Allocation Answer) message
containing the answer to the RAR is sent back by the other BB
peer. If the required resources are available, the request is
propagated recursively through the inter-domain path to the last
BB. This last BB returns a RAA message to its immediate
downstream BB and the process is continued until it reaches
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the original BB. This is concluded with an admission of the
QoS request. However, we must highlight the fact that SIBBS
may accept data flow even if this flow is later rejected in
another domain, as can be seen in Fig. 2.

Source A BB
Domain A

BB
Domain B

BB
Domain C

RAR
RAR
RAA----------- RAR -

^~~~~~~~-RM-------
--

RA -------------DRAA - =' To RAArouter

Data- '-- => To edge router

Figure 2. SIBBS signaling between three domains

The other suitable inter-domain communication protocol is
COPS-SLS, which is an extension of the COPS for SLS
management in a multi-domain environment. It has the same
behaviour as SIBBS since a request is propagated from one BB
to the other in each domain of the data path. However, it is
obviously designed for policy control rather than negotiation
and it works in a client-server environment where each BB has
the double role of PDP for the upstream domain when the BB
sends the request and PEP for the next BB domain.

Given that COPS-SLS only adds a few features compared
to SIBBS, such as the renegotiation of the classes of service in
the event of admission control failure, and that we want to keep
this first implementation of an IPv6 inter-domain signaling as
simple as possible, we will use SIBBS. Moreover in [27]
SIBBS is proposed for inter-domain signaling when scalability
is not a factor.

Therefore, according to the aforementioned work of the
DiffServ, Policy and RAP WGs and the architecture proposed
by the 12-QBBAC, our implementation of a BB for the
centralized management of DiffServ domains will use COPS-
PR and SIBBS. Two kinds of PEPs will be managed: the
domain access routers (edge routers) and the core routers (Fig.
3). The SLA and SLS may be configured statically at the PDP
and the service is then realized by the BB receiving a resource
allocation request and configuring the routers at the edges of its
domain with the set of parameters for the PHBs and the Traffic
Conditioning mechanisms.

lilter-doiaaiii protocol
(SIBBS)

SIBBS

ITtira-dloiiaiia
" protocol

= ======= ==,.1
DIFFSERV "

I DOUAIN "

'l DIFFSERV -

D1OMAIN

Figure 3. Network architecture defined by the 12-QBBAC

III. DESCRIPTION OF THE BBv6

We have used the Open Source code of the UNSW [28], in
their final 2003 version, as a base of the implementation of our
BB (BBv6) [6]. The original BB, developed in JAVA
language, supports COPS, COPS-PR and SIBBS and it is based
on the definitions of the Policy and RAP WGs and the 12-
QBBAC. The BBv6 improves the code by implementing some
of the deficits and adding IPv6 support in all the modules.
Therefore, our implementation has transformed the original BB
into a dual stack device which implements all the requirements
to support IPv6, as can be seen in Fig. 4. The COPS-PR and
SIBBS implementation, the database and the management
console have been reviewed and modified for the addition of
the IPv6 support. Furthermore we have modified the SIBBS
protocol which we refer to as SIBBSv6.

SIBBSv,

SIBBSV6

COPS-PR .

I COPS-PR I

D2N;
,, DIIFFERV
If " I,11

DIFFSRV
DOMMU

"

_l 2

Figure 4. BBv6 network architecture for inter/intra-domain comunication
over dual IPv4/IPv6 Domains

A. Management console and Database modules
The management console operates with the SLA/SLSs

concept [8][10]. Every BB may have many SLAs from
different clients and each one may have many SLSs for every
client's specific needs which rule the technical parameters
(reserved BW, type of service requested, etc.) of the resource
reservation at the domain entrance. The new interface allows
the management of both of them and the implementation of the
edge router support allows the marking of the packets which
satisfy the SLS requirements on entrance to the domain.

The database stores the domain policies such as SLA and
the network topology and the addresses of the BBs of adjacent
domains. PostgreSQL v.7.4.6. is used because its JAVA
connector supports IPv6 connections. The SLS are transferred
to the PIB for their distribution through COPS-PR to the PEPs,
as well core as edge routers, marked by the network topology.
Therefore, the relation of routers of the domain allows the
installation of the network policies to the routers.

B. PEP module
The PEP module installed in every IPv6 DiffServ node is

responsible for the configuration of the policies in the PEP's
PIB in a computer running GNU/Linux as a router.

In the IPv6 DiffServ networks of the implemented testbed the
edge routers are able to support all the Traffic Conditioning
mechanisms described in the DiffServ architecture:
classification, metering, shaping, policing (dropping) and
marking of packets, in addition to queuing. The core interfaces
are able to manage marked traffic on the basis of the Behavior

':DIFFSERV ;'
*. DIZMAIHN "
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Figure 5. Queuing system of the core routers with GNU/Linux OS

Aggregate classifier. The queuing systems used in these
GNU/Linux nodes are mainly the DSMARK and Hierarchical
Token Bucket (HTB) queuing disciplines as can be seen in
Fig.5, even though PFIFO and virtual queues (for the AFxx
sub-classification inside the GRED system) have been also
used. HTB permits the definition of relative bandwidths for
each class of traffic and accepted bandwidth to borrow from
other classes.

The GNU/Linux kernel has been configured for IPv6
support with all the QoS functionalities available to be used in
IPv4 as well as IPv6.

Hence, the new PEP module is ready to manage all the
PHB traffic types: Expedited Forwarding (EF) [29] for delay
sensitive premium traffic, Assured Forwarding (AF) [30] for
non-critical priority traffic and BE for the rest of the traffic.

C. Intra-domain module
The protocol used for the intra-domain communication is

COPS-PR. Besides the support of IPv6 protocol, we implement
the whole protocol, including the keep-alive function, the
synchronization function for the PDP-PEP disconnection case
and the PEP-redirect function in fail case. This latter function
also supporting PDP redirection with IPv6 addresses. Support
for the PIB defined by the DiffServ WG [31] has also been
included in addition to the previously determined RAP WG
PIB definition [32], which always supports IPv6. Our PIB
completely fulfils them.

D. Implementation of the inter-domain module
The inter-domain communication between the BBv6 peers

is done on a point-to-point basis. This way a BBv6 is only
capable of interacting with its neighbors. To reach further
domains the BBv6 will use a predefined BBv6 as a default
gateway.

In the SIBBSv6 protocol the resource reservation between
domains is now carried out through SLAs and SLSs. Each
BBv6 has a unique SLA for each BBv6 peer in its DB. All the

SLSs in this SLA will determine the policies at the entrance of
the domain for the traffic incoming from the peer domain.
Therefore the BBv6 now becomes the "client" and the SLSs
between domains will be associated to the same SLA, even if
they are from different external clients. This way we prevent
confidential client data from being sent to the Service Provider
of the peer domain.

We have also modified the signaling process. Now the
source client cannot send the data until all BBv6 along the
domain path has accepted it. If a domain can not accept the
SLS, it sends a Notification Error/Fail message and the process
is stopped (Fig. 6). This consequently implies a greater delay
but avoids sending data which could be not accepted by a
remote BBv6.

Furthermore, the SIBBSv6 protocol has
support IPv6.

BBv6
Domain A

BBv6
Domain B

BBv6
Domain C

been adapted to

BBv6
Domain D

Figure 6. Inter-domain signaling sequence between four domains
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IV. EVALUATION

The performance of the policy-based architecture has been
evaluated through the implementation of a testbed with three
IPv6 DiffServ domains (Fig.7). All the computers in the testbed
are Intel Pentium IV, 2.8 GHz running Debian GNU/Linux 3.1
with rebuilt Kernel 2.6.9 with all the QoS options. The PEP
modules have been installed in the two edge routers and in the
core router in each of the three domains.

Therefore, the goals of this inter/intra-domain scenario are
to evaluate the correct performance of the BBv6, the IPv6
DiffServ nodes, the COPS-PR protocol implementation and the
SIBBSv6 protocol over the IPv6 DiffServ domains.

A. Testing policies
As can be seen in Fig. 7, there are three concatenated

domains. Therefore according to the SIBBSv6 protocol there
will be four inter-domain SLAs.

* The BBv6 in Domain A has an inter-domain SLA
named INTER B-A with the SLSs which manage the
policies for the incoming traffic from Domain B at the
edge router PEP3A (the source of the traffic could also
be in Domain C).

* The BBv6 in Domain B has two inter-domain SLAs
named INTER A-B and INTER C-B with the SLSs
which manage the policies for the incoming traffic
from Domain A and C respectively at the appropriate
edge routers (PEP lB and PEP3B).

* The BBv6 in Domain C has an inter-domain SLA
named INTER B-C with the SLSs which manage the

policies for the incoming traffic from Domain B at the
edge router PEPIC (the source of the traffic could also
be in Domain A).

Besides the inter-domain SLAs, each BBv6 will have their
own client SLAs. In the case of the Fig.7 scenario, these will
be:

* Client-X has an SLA in the BBv6 in Domain A with
two SLSs (1 and 3 in Fig. 8) for traffic with destination
in Domain B (sink-1). Traffic sources src::A, src::B
and src::C are from this client.

* Client-Y has an SLA in the BBv6 in Domain A with
two SLSs (2 and 4 in Fig. 8) for traffic with destination
in Domain C (sink-2). Traffic sources src::D, src::E
and src::F are from this client.

* Sink-I has an SLA in the BBv6 in Domain B.

* Sink-2 has an SLA in the BBv6 in Domain C.

All these policies will be delivered to edge routers by
COPS-PR and therefore will have to be mapped in its PIB. To
give an idea of how the PIBs are configured we provide the
PIB policies to be used in PEP1A (Fig. 8).

In order to implement the traffic conditioner required by
DiffServ to support the aforementioned SLSs, the PIB in Fig. 8
will be installed in the edge router PEPIA. For the sake of
simplicity we have omitted the PRID fields as well as those
which are not applicable and therefore have a zeroDotZero
value.

PEP 1C

Domain C

Figure 7. Scenario implemented to evaluate the performance of the inter-domain communication
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Figure 8. PIB policies of the edge router PEPIA

There are four classifier elements in the PIB, one for each
installed SLS with its corresponding IPFilter, which maps the
data by identifying the conformance traffic. All four SLSs have
destinations belonging to other domains.

* SLS1: EF Class, DSCP=46, src=@src::A, dst=@sink-
1, rate= 500 Kbit/s with bursts of 50 KB, out-of-profile
action = DROP.

* SLS2: EF Class, DSCP=46, src=wsrc::D, dst=wsink-
2, rate= 500 Kbit/s with bursts of 50 KB, out-of-profile
action = DROP.

* SLS3: AF41 Class, DSCP=34, src=@src::B,
dst=@sink-1, rate= 1500 Kbit/s with bursts of 50 KB,
out-of-profile action = REMARK as BE.

* SLS4: AF21 Class, DSCP=18, src=@src::E,
dst=@sink-2, rate= 1500 Kbit/s with bursts of 50 KB,
out-of-profile action = REMIARK as BE.

On the other hand, the PDP sends other PIB policies to the
core routers (Fig. 9). We have used the same policies in the
core routers of the three domains. Once they are installed the
routers are able to classify packets according to EF and AF
PHBs.
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CapSetName = "Linux"
Roles = "CoreRouter"
IfDirection = Ingress
Start

dsClfr
Clrfid =Core

dsClfrElement
Clrfid = Core
Precedence 1
Next
Specific

frwkipFilterEntry
Negation = false
Dscp = 46 (EF)

dsClfrElement
,,, Clrfld = Core

Precedence 2
Next
Specific

frwkipFilterEntry
Negation = false
Dscp = 34 (AF41)

dsClfrElement
Clrfld = Core
Precedence 2
Next
Specific

frwkipFilterEntry
Negation = false
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ClrfId = Core

Negation = false MinThreshBytes 15000Negtio=8(False MaxThreshBytes 45000
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MinThreshBytes 15000

gDscpao14 (AFa13)s MaxThreshBytes 45000Uscp14(AF13) ProbMax =6

dsClfrElement dsAlgDrop
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-ooo dsMinRate dsMinRate
5000 |||Priority = 1 Priority = 2

|||Relative = 20% IRelative = 90%

Priority =4
Relative. 2000

dsQ
Next
MnRate

Figure 9. PIB policies of the core routers

These policies state that the EF class has top priority in the
packet queuing system. The AF classes append the possibility
of using GRED to provide discarding probabilities which will
depend on the subclass used. The PIB uses the Random
Dropper to define GRED.

* EF class: DSCP 46, 10% BW allocated, 100% allowed
ifno congestion.

* For each AFx class: 20% BW allocated, 9000 allowed
to borrow from other classes if no congestion. The
GRED discarding probability parameters are:

o AFxl drop probability: 0.02

o AFx2 drop probability: 0.04

o AFx3 drop probability: 0.06

.-- Pl Precedence = 1
1N e.tI
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* BE class: DSCP 0, 10% BW allocated, 9000 allowed to
borrow from other classes if no congestion. TailDrop
dropping algorithm

The mapping of the Hierarchical Token Bucket (HTB)
queuing discipline inside the PIB is created through the
concatenation ofPRC dsSchedulers.

B. Results
Six different UDP traffic sources have been configured to

carry out the tests: Two EF traffic sources which generate 400
Kbit/s and will be marked at the edge router PEPIA, two AF
traffic sources which generate 1000 Kbit/s each and will be
marked as AF41 and AF21 at the edge router PEPIA and
finally two BE traffic sources which generate 3000 Kbit/s. The
traffic has been generated with Iperf 2.0.2. We should point out
that with Iperf the datagram size needs to be reduced when
using IPv6 addressing 1450 bytes or less to avoid
fragmentation.

The link to be congested in this scenario has been
implemented with a 10 Mbit/s Ethernet hub in the network
2001:720:818:4001:2::0/80 in DomainA.

Firstly, the three BBv6s initialize all the nodes in their
domain. Once the policies for the core routers are set in the
BBv6s of the domains, the BBv6s install the policies of the
core routers using its corresponding PIB. Then when the
administrator configures the new four SLSs in DomainA the
BBv6 of this domain checks if it has enough resources
available to serve each SLS locally. In case of error or in case
of denegation of resources, the SLS is placed in Standby mode
and a report is sent to the administrator.

The destinations of the four SLSs are localized in another
Domain so BBv6/DomainA has to send SIBBSv6 requests to
BBv6/DomainB. The latter BBv6 checks if it can serve the
SLSs with the assigned resources to SLA INTER A-B and
with the remaining resources in DomainB. In case of error in
any of the SLSs, it will deny the request of the concrete SLS by
sending an error/fail notification to BBv6/DomainA which will
place the SLS in Standby mode and the administrator will be
informed.

The destinations of two of the SLSs are localized in
Domain C so BBv6/DomainB sends SIBBSv6 requests to
BBv6/DomainC. Then, this BBv6 checks if it can serve the
SLSs with the assigned resources to SLA INTER B-C and
with the remaining resources in DomainC. In case of error in
any of the SLSs, it will deny the request of the specified SLS
by sending an error/fail notification back to BBv6/DomainB
which will send an error/fail notification to BBv6/DomainA.
BBv6/DomainB will erase the local request but BBv6/
DomainA will place the SLS in Standby mode and the
administrator will be informed.

When all the BBv6 along the path have accepted the SLSs,
BBv6/DomainC reserves resources in the corresponding SLSs
in the SLA INTER-B-C and sends an acknowledgement to
BBv6/DomainB. This latter does the same with the SLA
INTER A-B and, finally BBv6/DomainA, on receiving the
acknowledgement from BBv6/DomainB, places them in Active
mode.

Once the policies have been accepted in the BBv6s of the
different domains, the BBv6s will apply the configured SLSs to
the edge routers. As stated before, the source client cannot send
the data until all BBv6 along the domain path have accepted
the related SLS and the policies have been updated at the edge
routers.

Figs. 10 and 11 show the initial behavior of the network
before the policies have been configured at the edge routers and
when these policies are applied in the three BBv6 and
distributed to the edge routers for the incoming packet
treatment after 30 seconds. The figures show the accumulated
dropped packets for each type of traffic in the two sinks
belonging to different domains.
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Figure 10. Packets dropped destined to sink-I before and after policies are
applied by the BBv6s
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Figure 11. Packets dropped destined to sink-2 before and after policies are
applied by the BBv6s

As seen in Table I, once the policies are applied the system
stops dropping EF packets, reduces the AF41 packets drop to
4.79 00 and the AF21 packets drop to 6.03 00 and increases to
33.68 00 (average of both sinks) the BE packets drop. These
results are coherent to the policy applied since the EF queue
has absolute priority and AF41 has a lower discarding
probability than AF2 1.
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TABLE I. PACKETS DROPPED IN PERCENTAGE (INTER-DOMAIN)

EF

AF41

Sink 1
Before

policies are afe polies
aplied are applied

14.970% 00%

22.88 % 4.79 %

AF21

Sink 2
Before

policies are Afterpolicies
ap lied are applied
16.46 % 00%

22.43 % 6.03 0

BE 13.67 % 33.86% 17.5 % 33.50%

V. CONCLUSIONS AND FUTURE WORK

In this paper an enhancement of the BBv6, our bandwidth
broker architecture, has been presented, described and
evaluated. We have modified the code to incorporate an inter-
domain communication protocol. This protocol is a modified
version of the SIBBS protocol where the resource reservation is
now carried out through SLAs/SLSs and the completeness of
the acceptance notification of all the remote BBv6 along the
path is now a requirement before sending the data in the
signaling process. This new SIBBS version is named SIBBSv6.

Therefore, this system now provides the Operators with a
Bandwidth Broker to centrally manage native IPv6 DiffServ
domains which permits the delivery of network policies
through the COPS-PR intra-domain communication protocol to
IPv4 and/or IPv6 domain nodes and it permits inter-domain
negotiation through the SIBBSv6.

The BBv6 code has been programmed with JAVA for
multiplatform support, it is Open Source and freely available.

A testbed with three IPv6 DiffServ domains has been
designed and implemented to evaluate the operation and
performance of the architecture and it has been successfully
executed. The results show how the BBv6 has successfully
distributed the DiffServ policies and they prioritize all the
premium traffic and most of the AF traffic although they do not
guarantee the latter.

We are currently working on the BBv6 for RSVP and plan
to evolve the BB to a PCE towards the management of MPLS
TE and MPLS DS-TE networks in the near future.
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