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Management Operations in 4WARD
G. Nunzi,…
Abstract— Architectures for network management failed so far to provide full-fledged self-management: the adoption of solutions from telecom networks revealed inappropriate to control the diversity of IP-based services, while solutions taken from IP networks introduced high integration and maintenance costs. By following a clean-slate approach, 4WARD has a great opportunity to build a novel architecture to enable self-management, automated delivery and lean management of integrated services in the Future Internet.

This paper gives an overview of how management operations can be performed and what the technical challenges are. From a description of scenarios, we explain the advantages in terms of automation and deployment of services. We derive then a set of technical items we identified as key elements for the new architecture, and we draw a set of design guidelines which will lead to us to a lean, cost-effective framework for management operations in the Future Internet.
Differently from other works, this paper does not propose general requirements – such as modularity, extensibility etc. –, but practical considerations to support our novel paradigm, i.e. management capabilities as embedded features of the network elements.
Possible Output:
· Description of management operations
· What will change, what not

· Software aspects

· Interaction between different activities

· Aggregation aspects

· Adaptation aspects

Index Terms—self-management,
I. INTRODUCTION
T
4WARD is a research project following a clean-slate approach, whose promise is to build the Future Internet. This poses a big opportunity to build a new method to perform management operations and in 4WARD we are following a new paradigm.
A clean-slate approach gives the opportunity to avoid much of the complexity that has normally been a burden for management. On the other side, we have to accept the success of many mechanisms of the Old Internet; most of them are specific to some mechanism, and therefore the challenge is to make them general. On the other side, generality is a common mistake in architecture for management and should be avoided.
This paper proposes a first view on how management operations can be performed on the new paradigm. While one can be brought to think that the classical FCAPS will be supported more efficiently, a new way of performing management will take place.
While it is clear that the INM paradigm calls for a design of embedded management capabilities in the network, it is also necessary that the resulting distributed system constitute an organized network management (decentralized) system.

Organized here means that management operations should occur as expected from a network administrator and the mechanisms running on the distributed systems are hidden (as much as possible).

This document proposes a high level architecture defining who are the players in an architecture for network management, what are the objectives of such an architecture and sketches the high-level management processes through INM.
II. 
Related Work

III. Architecture
A. Roles and Objectives of INM
· Explanation of roles, provider etc.

· How do we explain management of P2P applications??
This section proposes who are the players in usage of INM and the objectives of INM processes. These definitions start voluntarily from the traditional scope of network management. In fact INM should be regarded in first instance as a new paradigm to perform management operations, as though in the traditional scope.
When INM can be applied to new fields, which are not taken in account in the traditional scope, a motivation should be provided driving this change (e.g. a technological change or an aspect considered in a non-technical theme).

From the discussions had from the physical meetings and telcos it appeared that the classical concept of network management does not hold anymore. In particular, the traditional concept of a provider having full control of management operations needs to be complemented to scenarios where P2P solutions can also be adopted.
1) Why management should be integrated?
Highlight the advantages of INM to perform management operations.
The Future Internet without INM:

•
Can provide services as long as network characteristics (e.g. amount of free resources) are within the expected boundaries. If one characteristic goes beyond the expected boundary, the characteristics of the services are unpredictable.

•
Can provide services only from end-user perspective.

•
Executes optimization processes in an uncorrelated fashion. This can lead to instability.

•
Can report errors and prompt for human intervention only with specific user interfaces (usability).

The Future Internet with INM:

•
Can handle situations of the network which are unforeseen by GP, Vnet or NetInf. Examples can be scarcity of resources, which make QoS mechanisms of a GP to create unpredictable services, or correlation between operations done GP and Vnet.

•
Supports complex business models, to include operator’s objectives into the FI and to make the service highly profitable.

•
Performs optimization processes in the domains of GP, Vnet and NetInf in an harmonized manner. (e.g. load balancing)

•
Has an easy-to-use, integrated point of contact with human operators.

•
Increases self-management capabilities of the FI in general, in terms of scalability, predictability of resources subtracted to the data, objectives of human operators, discovery of new capabilities,…

The benefits of INM to the FI, with respect to traditional management in the Old Internet are detailed in D4.1 through a set of concrete scenarios and use cases.
IV. management operations
Self-management is one of the major expectations from a network running complex services. Given the generality of this term, some INM-specific considerations might be useful.

A. Scope of self-management

Few explanation of what self-management means for INM.

While much of the work in self-management area include all management operations inside an optimization control loop, this can lead to a design space which has scarce practical impact. As an example, the inclusion of “planning” as a self-managed task does not make any sense for those operations that deal with the physical replacement of a faulty element or the extension of network capacity with new devices.

The scope of self-management needs therefore to be limited by a certain “boundary of automation”, like shown in the following figure (note that the distinction between INM and services’ processes does not imply the separation of management capabilities from services’ functions in a node).
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Figure 4 Scope of self-management.
The picture shows two processes which still need manual intervention:

· Business models (it is not a name of a process, so a better naming might be necessary): this process needs basically with the definition of SLAs, as described above.

· Physical intervention: this process includes mainly substitution of faulty devices and deployment of new parts of the FI. When the services are running over a Virtual Network (see WP3), faults on the virtual network can be repaired by instantiation of a new node of the same time. In this case, the operations could be considered as automated, but they are performed by the physical infrastructure, i.e. outside the scope of the INM self-management of the VNET provider.
· Eventually other manual management operations. The purpose of INM is indeed to remove most of (or all) these operations.
One might think that since the reparation of a faulty node is a manual activity, INM does not take any role in this. Instead, while these processes are performed manually, INM can still increase their efficiency with some of the self-management properties of the embedded capabilities. From a high-level perspective, we can say that:

· INM supports business models in the FI, because it disseminates and enforces the new objectives. The governance term appeared recently in 4WARD (it should be clear, that we refer to governance in a different manner than the autonomic computing systems).

· INM supports physical intervention in the FI, because it can mitigate the effects of the properties of the physical world. For example, disruption of a device can be mitigated through load balancing. For simplicity, we can include the generation of reports, within this activity.
B. Optimization

How control loop would be implemented.

V. Technical Aspects
Which are the major topics we are discussing in WP4?
Possible aspects so far:
· Optimization processes
· Where objectives are taken from, how processes are triggered etc.
· Boundaries

· Security

· Request of a new service

· Aggregation of monitored data

· Situation awareness
· Use Cases: NetInf or VNET?

· …

VI. Design considerations

Plan for the future and first considerations out of our experiences.

· Definition of roles, e.g. authorization

· Identification of trade-offs, timeliness. Network should know how to guarantee a certain task. Traffic and time-lines are enough, as static values. Trade-off are part of the system.
· Separation of preference from mechanism of the network.

· Monitoring is still general, e.g. anomaly.
· Adaptation is still related to the domain to be configured. Software engineering techniques must be considered.
· Capabilities as disticted between service, FPC, A, general. Not everything needs to be described!
VII. Conclusion

A conclusion section is not required. Although a conclusion may review the main points of the paper, do not replicate the abstract as the conclusion. A conclusion might elaborate on the importance of the work or suggest applications and extensions. 
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