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Autonomic Communications & Network
Virtualization: A Real Self-organizing Model for
Substrate Networks

Clarissa Marquezan, Giorgio Nunzi, Marcus Brunner, Lisan@ranville

Abstract—In this paper we propose the joint use of autonomic Indeed, the autonomic solutions proposed so far for virtual
communications and network virtualization. We defined a ful  environments present limitations to maintain the efficiese
decentralized self-organizing model which aims to reduceh® . the resources in the presence of dynamic, transient esang
overall traffic of the substrate network by migrating virtual . L .
nodes. The specific contributions of this work are: (i) defintion because they use 3 qenFrallzed, total-view, and fo"'”e ap
a decentralized management architecture for network virtwl- Proach. The major limitations are the low responsiveness to
ization; (i) heuristics to identify cut-through traffic pattern network changes, the overhead introduced by the management
overloading links of the substrate network only correlating in-  traffic going until the central entity, and the high latendy o
formation of local resources; (iii) and a a fully decentralized self- analysis and enforcement of reallocation process. Takita i
aware, and self-configuring algorithm to negotiate the migation . T
of virtual resources. acc_ount that netwpr_k virtualization is in |ts_ infancy [9het

maintenance of efficient resource consumption on the satbstr
network under dynamic, transient conditions is, to the angth
knowledge, a rather untouched research topic. Thus, we pro-
pose in this paper the joint use of autonomic communications
I. INTRODUCTION and network virtualization to efficiently maintain the usk o

UTONOMIC communications is a suitable approach tgubstrate_ resources. ) o i

deal with complex and dynamic networks [1]. The key We defined a full decentralized self-organizing model which
of autonomic communications is of building sophisticate80@l is to reduce the overall traffic of the substrate netvizyrk
networks capable to manage themselves and deal with charfgigfating virtual nodes. The algorithms of the self-orgamy
in the environment. Among several scenarios employing atiodel are executed by each physical node of the substrate
tonomic communications [2][3][4], virtual environmente-d Nework, dismissing any kind of central entity. The analy-
serve special attention due to their complexity, dynamius aSi'S of the cond|_t|ons thgt triggers the resource reallocati
potential to be economically explored. Network virtuaiea USeS only local information of the physical node where the
[5][6][7], for instance, is emerging as a promising tectugyl analys!s is executed. The adpptloq of a fl_JIIy decentralized
able to improve the large deployment of networks and the ecg<ecution supported by localized information, allows each

nomical relationship between service providers and satestr™anagement entity to make online and autonomous decisions.
network providers The parallel execution of all management entities produces

In fact the benefit of network virtualization is to outsourc@ S€lf-organizing substrate network. In practical ternhe, t
the operational costs associated to the physical infretstrer  CONtributions of this work are:
to a single provider. For instance, multimedia providersyma . the definition of a decentralized management architecture
deploy their services, like IPTV services, without dealing  for network virtualization:;
vv_ith high investments on the physical infrastructure along « heuristics to identify a cut-through traffic pattern over-
different networks (core, metropolitan, and home networks |oading links of the substrate network only correlating
for example) [8]. Efficient use of resources becomes of information of local resources:;
paramount importance to operate the substrate network in and the definition of a fully decentralized self-aware, and
network virtualization context. The complex dependencies self-configuring algorithm to negotiate the migration of
and dynamic changes on requirements of resources [9][10] virtual resources.
demand sophisticated management techniques, like autonom
communications.

Index Terms—Self-organizing, Network Virtualization, Re-
source Usage, Maitenance, Virtual Resource Migration

To validate the self-organizing model proposed here, we de-
veloped an Omnet ++ module for the decentralized control and
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deploy their resources in a virtual network. Moreover, thia specific projects like GENI [11] and 4WARD [12], or in
IPTV traffic can dynamically change according to the user[9][10]. However, some minimal assumptions are necessary
preferences for a certain content, and this change is gxaetl and presented in Fig. 2.
object of study in our model. Being this, we simulated vittua A Virtual Nodeis composed of a set of assigned fraction
IPTV networks. We compared the total traffic of the substrat# resources of the substrate node, like CPU clocks, memory,
network (with and without the self-organizing model) unddink bandwidth, and a certain storage capacity. An impdrtan
varying user’'s request rates for each virtual IPTV networlaspect in the architecture of virtual nodes is the transuare
The results show the efficiency of our self-organizing mod¥firtual nodes from different virtual networks cannot see or
and its viability to self-manage the use of substrate resmur exchange any type of information to assure isolation among
in network virtualization. the providers. Additionally, the data exchanged in theualt

The remainder of this paper is described as follows. Thmde is transparent to the substrate node to preserve the
management architecture of the network virtualization enogbrivacy of the virtual customers. Nevertheless, some nahim
considered in this work is presented on Section 2. We intrprimitives to inspect the activity of different slices arermally
duce the self-organizing model on Section 3. The evaluatadailable: as an example, the substrate controllers araailyr
scenario is described on Section 4, while results assalctate allowed to read the amount of computational resources used
this evaluation are discussed on Section 5. The related isorKe.g., CPU, memory or disk) and traffic consumed.
presented in Section 6. Finally, Section 7 brings the reingin
challenges and the conclusions of this work. Substrate Node

Virtual Node

Application

II. NETWORK VIRTUALIZATION MODEL

As first step, we illustrate the reference architecture for
virtual networks that we adopt in our work as a model.
A virtual network replicates entirely the network elements
commonly present in a physical infrastructure, like nodes a
links. Nevertheless, the coexistence of two differenttatra
(virtual and physical) and their mapping needs to be prgperl
characterized; we do this, with the help of Fig. 1. The sualbstr
network comprehends all physical resources belonging to an
infrastructure provider, and the virtual networks (VN) are T O
slices of the substrate network resources assigned toavirtu
providers. Virtual links are connections between two agijic Network 1oy Gk [ Momory
virtual nodes of the same virtual network. As illustrate ig.F
1, virtual links can have a one to one mapping to substrate
links (e.g., the link A#1-C#1 of VN#l), or span dlfferentlts? Fig. 2. Substrate node architecture
on the substrate network, generating a cut-through traffic o
some substrate nodes (e.g., the link A#1-E#1 of VN#1 creates
a cut-through traffic on the physical Node B). The allocation and supervisions of the slices of a Virtual
Node is performed by a dedicated element, that we\4ellal
Manager In an advanced setting with autonomic capability,

Virtual Manager

Data plane = \anagement plane . Measurement point

Virtual the Virtual Manageris also the element executing the self-
e ork #1 organizing algorithms. As presented in Fig 2, #enitoring
Loop gathers relevant measured data for the self-organizing
Virtual , control loop: the relevant information is the amount of natiev
e traffic (the white box on theévirtual Manager module) and

reads/writes of memory of each virtual node deployed on the
substrate node (the light gray box on tRetual Manager
module).

The resource consumption of a substrate node can be
divided into two classes; (i) resources allocated to a ¥irtu

/ Node and (ii) the cut-through traffic between Virtual Nodes

— Substratelik === vinattink () Vinual node \ executed on different substrate nodes, like illustratedim
1. We believe that the identification of the source consurher o
resources of a substrate node is essential for deciding dow t
optimize resource allocation. Therefore, we definevaial

It is out of the scope of this paper to characterize theipethe cut-through traffic inside a substrate node. From the
economical model, the parameters, and algorithms requingaint of view of the Virtual Manager, the Virtual Pipe and the
to define and map virtual networks into the substrate netwoNértual Node are treated equally as consumer of resources,
Further details about the network virtualization can benfibu but the first one is not visible in the virtual network topojog

Substrate
Network

Node C Node D Node E

Fig. 1. Network virtualization environment
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Note, that the virtaul pipe concept can be implemneted pattern identification is accomplished by heuristics define
different ways. The key though for our work is, that the Vattu to search for the forward pattern among the clues given by
Managager is able to measure the traffic of the cut-throutfie resources consumed by each virtual network inside the
traffic and is able to associate it with a Virtual Network.  substrate nodes.

The Self-organizing Control Looxecutes the autonomic The presence of a virtual network in a substrate node can
algorithm in every substrate node. Its purpose is to chanlge accomplished by distinct virtual elements (pipes or sde
or optimize the traffic by moving a virtual node associatednd the substrate resources associated to these elements ar
to this traffic to the substrate node. Our approach reliéiferent. So, the guessing process is different for virpipes
on a completely distributed execution of the optimizatioand for virtual nodes, and for this reason two heuristicsewer
algorithms, where the evaluation and decision to realecatlaborated. The first one is callesteiving candidat&euristic
resources is performed on each node in coordination withaad investigates the resources used by a virtual pipe assdci
substrate neighbor node. The next section describes th#gsdetwvith the virtual network. The second one is namadving
of the self-organizing system proposed in this paper. candidateheuristic and it identifies a forward traffic pattern
when a virtual node of a virtual network is deployed on the
substrate node. The details of these heuristics are explam
the sequence.

The self-organizing model is characterized by the use ofThe output of the heuristics is a list of virtual networks
local information to identify bottlenecks situations, abyl o pe received or moved. These lists are called, respegtivel
the full distributed decision-making process to reallectite receiving and moving candidate. An example of this output is
virtual resources. In this section, we show the virtual ngena presented in Fig. 3. The self-organizing algorithms rugrim
roles and how they are related to the heuristics defing¢b substrate node C identified the virtual node of VN#2 as
to characterize traffic patterns. We also show the hetsistig moving candidate, while substrate nodes A and B identified
themselves, and the self-organizing control loop. virtual nodes from VN#1 and VN#2 as moving candidates, and

A virtual manager is designed to be an autonomous entififtual pipes from VN#2 and VN#1 as receiving candidates.
that makes decisions to reduce the resource consumptied bas gased on the traffic pattern characterization, and the cost
only on the information monitored on its substrate node. Sgyajuation of reorganizing virtual resources, the virtoen-
when a link of a substrate node is identified as overload tBger of each substrate node take the actions to reorgarize th
virtual manager triggers the process to identify the traffi@sources of the virtual networks identified in the candidat
pattern of each virtual network using the resources of thists without a global view of the resources. Bellow, we pres
substrate node. The goal is to identify if some of the virtughe details of the decision-making to reorganize the resssur
networks is presenting the pattern associated with couft  The notation used in the following subsections is described
traffic. Table I, superscript denotes a virtual or a substrate elemen

We named the pattern associated with cut-through traffic 88 subscript is used to identify the indexes of elements.
“forward traffic”. The forward traffic is described as a flow

IIl. SELF-ORGANIZING MODEL

departing from a virtual node, passing-by virtual pipes (or [ B Maximum bandwidth capacity of a ink

even virtual nodes) of the same virtual network, and argvin |TN |T0ta| é}motun;rof traffic

. .. . . ncoming traffic

in a d|st|nc_t virtual node. Fig.3 shows examples of forward | 5 ¢ Outgoing traffic

traffic on virtual networks #1 and #2 (respectively VN#1 and NET Number of virtual links inside the substrate fink

VN#2). In the case of VN#1, the flow departs from substrate | L® List of links in a substrate node _

node A, passes through the virtual pipe on substrate node B VL' List of virtual links inside a substrate link

. . . . . . VNETLS* List of substrate links of a

and is forwarded until the destination. Considering thesazfs virtual network in a substrate node

VN#2 the flow departs from substrate node C, passes-by the OvLink® List of overloaded links in a substrate node

virtual pipe on substrate node A, and reaches the destinatio OvVLink_|I* | List of overloaded wrt_ual links in a substrate link
read Amount of reads of virtual node

on substrate node B. ) ) write” Amount of writes of virtual node

Let's suppose that links; land § (both belonging to E - TABLE |

notation on Table I) are considered overloaded by the \irtua NOTATIONS OF SELF-ORGANIZING MODEL

managers of substrate nodes C/A, and A/B, respectivelk Lin

I has only the traffic flow from VN#2, while links| contains

traffic flows from both virtual networks. The challenge of the

self-organizing algorithm running within the virtual maysas

is to “guess” if the flows inside these links match the forwar@- ldentification of an Overloaded Substrate Link

traffic pattern without getting any extra information tha®t | our model an overloaded link is the element that starts

resources locally used by the virtual network. the evaluation of possible reorganization of virtual reses.
We explicitly use the term “guess” because we do n@po, for each link 1 € L, where i is the index of t, the

inspect the content of the traffic running inside the virtugondition presented in (1) verifies if the substrate linktiould

network. In contrast, we transparently account the amotintigs included in the list of overloaded substrate links OvEink
resources used by the virtual network without knowing the

semantic associated to the accounted value. Thus, ouctraffi I7 € OvLink® if Tl > Blj x« (1)
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Substrate Node C Substrate Node A Substrate Node B
Data flow of VN#1

m Data flow of VN#2

7

List of candidate roles played by each virtual manager after the analysis based on the heuristics

U U U

Moving Candidate ---------- VN#1| Moving Candidate ---------- VN#2

Moving Candidate -—-——- A2 Receiving Candidate ------ VN#2| Receiving Candidate ------ VN#1

Fig. 3. Forward traffic pattern. The virtual networks presdnin this figure are based on the virtual topologies useddn F

If the OvLink® is not empty, the next step is to identifythe outgoing traffic. The conditions listed below are applie
which virtual link inside each overloaded substrate link ifor each virtual link ];j belonging to each OVVLink; list.
consuming the resources. We defined the funcajorT()  « Condition 1: Guarantees that no read and write is
(2) applied for each substrate link € OvLink®, where j is associated to the virtual netwokk
the index of the substrate link inside the list OvLinkrhe r JT — { 1 if (read] = 0) A (write], = 0)

. . . . . . . . orwar = .
goal is to verify which virtual link { is consuming the major 0 otherwise
part of the resources of the substrate lijk where k is the
index of the virtual network. For each substrate linkal list
OvVLink_I3 is created with the;l,, where | is the virtual
link of virtual network k inside the substrate link. |

« Condition 2: Identify if the main traffic of |, is an
incoming traffic.
i v oS T NIV,
IN_MainT = L if INIk]_— T ;=N
0 otherwise

li; € OvV Link_L3 it MajorT(l7) = true, where « Condition 3: Correlate the amount of incoming traffic
. o [ true if TIY. > TI-TIY,, (2 of 1Y with single outgoing traffic of the same virtual
MajorT(l35) = 7 J 7 kg . :
J false otherwise network in other substrate link belonging to VNETL

This correlation enables the identification of the case that
all traffic arriving in F,;j is entirely forwarded to a single
virtual link.

SingleOut = {

After the identification of the overloaded virtual link dk&r
the process to determine whether the flow(s) associateceto th

virtual link matches with the forward traffic pattern. 1 if VI3 € VNETL : INIY,

0 otherwise

> ouTl,,

B. Receiving Candidate Heuristic

As described above, the receiving candidate heuristic is
applied to identify a forward traffic when a virtual pipe is
associated with the overloaded virtual link inside the lifik
In a reduced virtual network topology like the one preseirted

« Condition 4: Correlate the amount of incoming traffic of
l; with all outgoing traffic of the same virtual network in
other substrate links belonging to VNET.LThe goal is to
detect whether the incoming traffic fy, is forwarded to
multiple distinct virtual links of the same virtual network

Fig. 3 the identification of a forward traffic pattern in a viat
pipe is trivial, because the input in one virtual/substiatk

is the output in the other virtual/substrate link. Howe\er,

MultipleOut =

complex topology, where a virtual pipe is connect to more

than two virtual links, requires a detailed correlation bét
traffic flowing through the virtual links of this virtual pip&he
receiving candidate heuristic elaborated in this work wars
these complex topologies.

1 if VI3 € VNETL,

andy # j : INIZ, < (zyoun';;y)
0 otherwise

The final analysis presented in (3) is able to determine

if the virtual link associated with a virtual network under
analysis on the substrate Iink is supposed to be inserted
in the ReceivingCandidateList. This list is a tuple<virtual

We defined a set of conditions related to the traffic passip@york, virtual link>, where the first element of the tuple can
through the virtual pipe that must be analyzed before dedar ;e multiple entrances, but the second one is unique.

a substrate node as a receiving candidat@he analysis of

the virtual pipe traffic can be done comparing the incoming<

traffic against the outgoing traffic of the analyzed virtuak]

or vice-verse. For the receiving candidate heuristic weethas
the analysis on the comparison of the incoming traffic agains The virtual manager of the substrate node will use Riee
ceiving CandidateList during a cycle of the self-organizing

Lvirtual nodes can behave like virtual pipes forwarding tfadfic. However,

vnety,ly; > € Receiving_Candidate_List if

Forwardl N (IN_MainT V (SingleOut V MultipleOut))

)

this case requires different conditions which are out ofsthepe of this paper. control |00p.
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C. Moving Candidate Heuristic heuristics described above, and if necessary applies angovi

The moving candidate heuristic complements the analyg€chanism to reallocate the virtual resources.
of a forward traffic considering the perspective of a virtual
node. We compare the incoming traffic against the outgoifiy Self-organizing Control Loop
traffic of each virtual linkl;; belonging to eactOvVLink I The self-organizing control loop is detailed in Algorithihs
list. For the moving candidate heuristic we have to idenifify 2 and 3. The first stage of the control loop is to charactehiee t
a virtual node is generating the outgoing traffic insige conditions that trigger the reallocation of the virtualaesces.

In this work, we assume that a virtual node need to uSte equations previously described in this section are used
other resources than just the virtual links to originateadfitt to locally identify the status of the resources in a substrat
flow in 7};. We also assume that the virtual node also us@®de and create the receiving and moving candidate lists
the resources from storage devices, like memory or hard digketween steps 1 and 4 of Algorithm 1). Atfer this first stage
For example, a virtual streaming server needs to read i@ Algorithms 2 and 3 are executed in parallel in the same
requested media from some storage before sending thisalatgubstrate node, as stated in “Step 6” of Algorithm 1.
the requester. Thus, the moving candidate heuristic iflesiti  During the execution of Algorithms 2 and 3, an offer-based
a relationship between the outgoing traffic of lijk with behavior is played by the virtual managers. The Algorithm 2
the amount ofread; of the virtual network k. To establish makes the virtual manager of a substrate node, communicate
this relationship a different set of conditions are requite with its substrate neighbors offering itself to receive aual
identify the forward traffic pattern on a virtual node, andehe node associated with a virtual network presenting some cut-
as well, the conditions are applied for each virtual lifk  through traffic. The virtual manager offering itself doest no

belonging toOvVLink [ know what are the virtual infrastructures of their neigrsoor
« Condition 1: The virtual networkk must read data from For this reason, the Algorithm 3 is designed to receive those
its virtual storage slice. offers/requests to move a virtual node and choose the best on
ReadData — { 1 if (reaq,‘; > 0) that matches with i_te requirements to move a virtual node._
0 otherwise In case of a positive matching, there is also the evaluation

. Condition 2: The outgoing traffic ofY. must be higher of the cost—efficiency relation to execute t_he migrationhﬁ_t
than the incoming traffic of the same virtual link. requested virtual node (.St.ep 3 of A'Qo”thm 3),' An initial
1 if OUTIY. > T1* —OUTI. study about the cost-efficiency on migrating virtual nodes
OUT_MainT{ ki =7k ki’ was described in [13]. If the matching and the evaluation
are positive both algorithms will prepare the infrastruetu
» Condition 3: The outgoing traffic of};; must be associ- required to apply the migrating mechanism. It is out of the
ated with an amount of data retrieved fraeed;). The scope of this paper describe the details of the migrating
problem here is to identify the amount of data read frofhechanism.
the virtual storage and forwarded througlly, because  The key of Algorithm 2 is to create an ofter to a virtual
we do not inspect any kind of data packet of the virtug{ode,
network. So, the only way to identify the amount of
reads flowing as outgoing traffic df;; is defining a Algorithm 1 Self-organizing Control Loop
similarity relation between the outgoing traffic f, and Step 1 CreateOvLink list (based
the resources consumed by the virtual netwkrko far, on Equation (1)).

we defined a similarity functior8im() that determines Step 2 CreateOvVLink /¢ for eachi® in OvLink
if a given amount ofread! belongs to the “interval of (based on Equ?at]ion ). /

0 otherwise

similarity” of the outgoing traffic orj ;. Step 3 For each linky; in OvLink® verify if

Sim(1Y., V) = { L it SimBottom;) < V' <SimUp(;;). it belongs toReceivingCandidateList (based
ki» 7771 0 otherwise Equation (3).
on Equa

where, Step 4 For each linki; in OvLink® verify if
SimBottom ;)= 1, — (I}, * 9), it belongs toMoving CandidateList (based
SimUp(y;)= l;; + (I3; * 6), and on Equation (4).
vV — ((Zy ”\”Zy) + read};) — (2, OUTL.) + write?) Step 5 If ReceivingCandidateList and
wheres € R:0< 4 < 1, Moving CandidateList are empty,
y, z are the index oVNETL;, andz # j. GOTO Step 7.

) i . o . Step 6 ExecuteAlgorithm 2 andAlgorithm 3.
The listMoving CandidateListis created after the analysis  step 7 Wait next self-organizing control loop

presented in (4), and this list is also composed of the tuple cycle and GOTOStep 1
<virtual network, virtual link>.

< wnetg, li; > € Movmg—camﬁd“tf—Lm if (4) Our self-organizing model considers that a virtual node can
ReadData A OUT_MainT A Sim(li;, V') not migrate to a substrate node that is not adjacent. A niltip
In the sequence, we present the self-organizing contr@ lobop migration violates our assumption of local based dewisi
that analyzes the traffic of the substrate links accordinipéo making, because the migration of a virtual node among



JOURNAL OF SELECTED AREAS IN COMMUNICATIONS, VOL. X, NO. X, XXX 2009 6

Algorithm 2 Receiving Candidate Algorithm responsible for receiving and storing the flows, in this cB¢e
Step 1 For eachvnef, in ReceivingCandidateList channels and videos, from national content providers. &hes
find the most overloaded link’; and send flows are forwarded through a core network infrastructune, a
request for the substrate neighbor node of this stored on the Video Hub Offices (VHO). Then the flows are
link to move the virtual node ofnei;. transported over the metropolitan network and stored on the

Step 2 For each request wait for the reply of the Video Serving Office (VSO) devices. Finally, the IPTV cortten
substrate neighbor during an interval of time reaches the home network and is delivered to the Set-Top-Box

Step 3 If negative reply forvnet; inside the television of the end user. For this testbed wenass
remove the tuple associated withet, that the SHE, VHO, and VSO are the elements virtualized and
andl?. from ReceivingCandidateList, we show the self-organizing model applied to manage the VSO
GOTO Step 2 elements.

Step 4 If positive reply forvne,
activate migration under the perspective of
substrate node that receives the virtual node.
Step 5 If timeout of intervalt
for vnet,, remove all tuples wittvnet;
from ReceivingCandidateList.

Algorithm 3 Moving Candidate Algorithm

Step 1 For eachvnef, in Moving CandidateList
wait an interval of timet for a request to move
the virtual node associated witmet.

Step 2 If there is avnef, on Moving CandidateList
that matches with the received request,
GOTO Step 3 otherwise, send a negative
reply to substrate node owner of the received
request and GOTGtep 1

Step 3 If the cost-efficiency is positive for
vnet,, send a positive reply message to substr
neighbor, remove all tuples withney, from
Moving CandidateList, and activate migration
under perspective of substrate node that move
the virtual node, otherwise send negative reply.

Step 4 If timeout of intervalt
for vnet,, remove all tuples wittvnet;
from Moving CandidateList.

Fig. 4. IPTV Architecture

The testbed is composed of two IPTV providers covering
the same geographic region. The network topologies (satistr
and virtual) and the initial mapping of the virtual IPTV
networks are depicted in Fig. 5. We consider a ring topology

J%r both substrate and virtual networks, since this kind of
topology is presented as a economically alternative for the
deployment of IPTV infrastructures [8]. The substrate roatw

is composed of 9 substrate nodes (“sn”), and each virtual
PTV network is composed of 3 adjacent nodes on the virtual
network topology, but not directly connected on the sulstra
network topology. Between each virtual node there are 2 vir-
tual pipes. To simulate the traffic inside the virtual networks,
we defined a user request model (extending concepts of [15]).
The next subsections present the user's request model, the
routing process within the virtual networks, and the maniitgp

different substrate nodes requires the analysis of alluess process to collect data used by the self-organizing coluopl.
involved in the process. We can ensure that a multiple hop

migration will never happen through the employment of thg
negative answer on Step 2 of Algorithm 3 that avoids a request
to move a virtual node be forwarded among neighbors until There are two main concepts on our request model: commu-
find a positive match. nity and preferences. A community characterizes the behavi

In this sense, if there is a forward traffic between two virtu®f @ group of users belonging to a virtual IPTV provider.
nodes separated by a chain of virtual pipes, the eliminatfon There is a direct mapping between a community and a virtual
the virtual pipes (i.e., the cut-through traffic), and thas t network. The main parameters of a community are: number
approximation of the virtual nodes will require more tha®f movies requested per hour - request ratgregs/hour),
one self-organizing cycle. However, given the nature of trhd the preference associated with each movie. A preference
algorithms running inside the self-organizing control gpo determines how often a movie will be requested, and it is

both virtual nodes can migrate in parallel during the sanf€fined as an array of ranges. For example, a community#1
cycle. has 3 movies and the array of ranges describing the prefesenc

of the movies contains the values “0.3, 0.7, 1". This means

User's Request model

IV. TESTBED 2The number of virtual nodes and virtual pipes can be defined lopst

. . . . . model relating the amount of resources used for deployingtaal network
An architecture proposed for IPTV [14] is depicted in Figurgnq ine flexibility desired to reorganize the substrate agtwThis cost model

4. The Super Head-End (SHE) element of such architecturesisot the focus of this paper.
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: Virtual Network

® @ @) oo i
; Virtual Network

__________________________________________ Topology VN#2

| Substrate
es Network
# | # Topology

sn1 sn2 sn3 sn4 sn5 sn6 sn7 sn8 sn9

Fig. 5. Virtual topologies and initial mapping of virtualeshents

that movie#1 has 30% of changes to be chosen, movie#2 48%Routing Process Within the Virtual Networks

and movie#3 30%. To enable the packet transmission between virtual nodes we
A request generated in our model is denoted by the tuplee a shortest path routing algorithm provided by the sitoula
<commid, reg_time, vnodesrc, movie-. The commid pa- Omnet++. The routes to the virtual nodes are recalculated
rameter is determined by a round robin selection on the lisériodically during the life time of a virtual network. The
of communities. The time for the next request follows thgsuting algorithm receives “hints” from virtual managertbé
exponential distribution presented in (5). substrate node, about the presence of virtual pipes onratebst
neighbors. Thus, a virtual node can find a path to a virtual
req_time ~ E:cp( ) (5) neighbor even if there is no substrate adjacent connection
(A/3600) between the virtual neighbors.
The source virtual node and the requested movie are ge- Monitoring Process
quired by the IPTV applications running within the virtual

networks, so that a data flow can be created. The virtua ke decisi We defined o
node requesting a movie is chosen according a unifo take decisions. We defined a two-step monitoring process.

distribution among all virtual nodes of its virtual network>"" the, first step all data pass'”? through the measurement
(U (low_vnode_id, high_vnode_id)). The requested movie is pomts is stored. Indeed, we don'’t store the da’Fa itself, but
defined based on functioBe f Movie(comm_id, uni form), the size of the packets recelve_d/sent and the size _of blocks
where uniform ~ U(0,1). The random Valueuni form of memory/storage read and written are saved in a first-stage
will be compared with the intervaRange, a field of list buffers. Distinct buffers are always used for network-eda

MapRange (that maps the range array of preference for eadd memory/ storage-relatgd resources dqung the momgori
movie of a community). For instance, following the examplgroce.ss' The second St?p Is activated per|o.d|cally andhor t
of the array of ranges described above, for community#1 a periments we use an interval of 10s. All size of the packets

movie#1, Range has the interval0, 0.3), for movie#2Range or blocks of the first-stage buffers are summed and stored in
i equal[6.3 0.7), and movie#3 he;R;que equal(0.7, 1). The the second-stage buffers. At the end of the second-step, the
definition of’ the'movie is detailed in (6) ’ first buffers are erase, and no history of the received/sent o

read/write data is kept for the next second-step monitoring
process.

When the self-organizing control loop starts a cycle, it
first determines the amount of network and memory/storage
resources consumed within two self-organizing loops. The
(6) amount of used resources is the average obtained after pro-

The process to generate a user request finishes with §5SSing data inside the second-stage buffers. Differériy
definition of the virtual node hosting the selected movidN€ monitoring process, at the end of a self-organizingecy

Being this, the request is sent to the destination node, tifig't clear the second-stage buffer. We use a sliding window
identifies the source virtual node and start the transmissitp Kéep part of data inside the second-stage buffer and erase
of the requested movie. The load of the virtual networks will'® rest of the data.

vary according with the request rate and the movie preferenc

The request rate impacts the total amount of traffic consumed V. EVALUATION

by the virtual network, and the preference determine whichWe defined 2 sets of experiments to be executed with
links will be more overloaded by the requests of the users.the testbed. The first experiment presents the behavior of

IThe self-organizing loop depends on the monitoring process

Def M ovie(comm_id, uniform) =
movie if 3 < comm, Range, movie >€ MapRange :
(comm_id = comm) A (uniform C Range)
-1 otherwise
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Fig. 6. Total traffic of the substrate networkEig. 7. Traffic per substrate link.
(Without son - 0.4VN#1_0.6_VN#2)

Fig. 8. Traffic per substrate link.
(With son - 0.4VN#1_0.6_VN#2)

self-organizing model when the request rate change fromVal#1 and 40% for VN#2 (0.6VN#1_0.4 VN#2). After 3
lower request rate to a higher request rate. The second sehafirs of transmission we changed the totab 500 reg/hour,
experiments verifies the efficiency of the self-organiziragdel but we keep the percentage of the shaxexdter the change. In
when the interval to activate the self-organizing contomyd this experiment, the interval among the self-organizingey
varies from 1s to 20s, and when the preferences of the moviggixed to 10s, and the preference of the movies is fixed as P-
are different for each virtual network. Table Il presente thill for both virtual networks. Figs.6-8 illustrate the as&ed
parameters of the substrate and the virtual networks tteat aesults of this experiment.

fixed for both sets of experiments. Fig.6 brings the total traffic of the substrate network with
and without the self-organizing model. The three groups of

Parameter | Value A present the same behavior when the self-organizing model
LOta'bnum?e_rrtOf ISUbSt\tI;ati nodes g is not active. In this case the total traffic consumed in the
umbper ot virtual networks . .
Number of virtual nodes per VN | 3 supstrate nenNork goes from [1.3, 2.7] Ghit/s up to [11.6_3112
Data rate of substrate links 2Gbits Gbit/s, during a period of 100 min that represents the imtlerv
Data rate of virtual link 1Ghit/s to transfer a entire movie. When the self-organizing model i
g:;g g; ‘égg“ha'nfé?/irgge 20(3%8 active in the network we can see on Fig.6, that before the end
Overloaded Tink threshold: 07 of the transmission of one movie the reorganization of the
Similarity factor 0.2 virtual resources occurs. After the re-organization, thlt
Lypebof IPfTV transmission \Zﬁdeo on demand traffic consumption decreases approximately 4.2Gbit/s.
umber of communities . . . . .
Number of movies per community 3 F|g.7_and Fig.8 descr_|be_ thg traffic consumption per sub-
Duration of movie 100 min strate link when the distribution of is given by group

Placement of the movies
for each virtual network

Movie#1 - Virtual node A
Movie#2 - Virtual node B
Movie#3 I Virtual node C

Preference | (P-I)

Movie#1 - 30%
Movie#2 - 20%
Movie#3 - 50%

Preference Il (P-II)

Movie#1 - 50%
Movie#2 - 20%
Movie#3 - 30%

Preference Il (P-11I)

Movie#1 - 30%
Movie#2 - 50%
Movie#3 - 20%

TABLE Il

FIXED PARAMETERS

1 (0.4 VN#1_0.6 VN#2). When the self-organizing in not
active (Fig.7) there are three main flows being transmittée.
first one is passing through “linknl sn2”, “link_sn8 sn9”,
and “link_sn9 snl1”. These links contain the requests for
movies 1 and 3 from virtual nodes A#1,A#2 to C#1,C#2.
The second flow is related to requests for movie 2 (hosted on
virtual nodes B#1 and B#2) from the users on virtual nodes
A#1 and A#2. This traffic is passing through “linén2 sn3”,
“link _sn3 sn4”, and “link sn4 sn5”. Finally the third flow is
associated with the requests for the movie 3 (hosted onaVirtu
nodes C#1 and C#2) from the users on virtual nodes B#1
and B#2, and the traffic is flowing through “linBn5 sn6”,
“link _sn6 sn7”, and “link sn7_sn8”.

In this scenario of test, the self-organizing model dettzs
substrate links around substrate nodessare overloaded. The

A. Change on Request Rate preference P-1Il makes the movies hosted in this substate n
At the beginning of the experiment the total request rataore popular, and thus there is more traffic going out from

A of the testbed is fixed to 100 reqg/hour. This amount dhis substrate node. Moreover, P-lll also determines that t
requests is shared by the two virtual networks. We executselcond more requested movie is hosted inside substrate node
the experiments with three groups of sharkdper virtual sn 2. So, users from substrate nodeStends to request more
network: in group 1 VN#1 has 40% and VN#2 has 60%novies in sn2 than in sn8 (Fig.5) for both virtual networks,
(0.4 VN#1_0.6_ VN#2); for group 2 each virtual network hasand this makes the traffic in the left size of_8nbe higher

50% of A (0.5 VN#1_0.5 VN#2); and group 3 has 60% forthan on the right side (Fig.5). The next step is to identify th
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Fig. 9. Scenario VN#1P-I_VN#2_P-I Fig. 10. Scenario VN#IP-_VN#2_P-II Fig. 11. Scenario VN#IP-I_VN#2_P-llI

virtual node that is consuming more resources. The graplmterval of [7; 7.7]Gbit/s In contrast, “VN#P-I_VN#2_P-
presented in Fig.8 has VN#2 with 60% of the total request raté takes more time to reach the stability, but the resultant
and thus this virtual network is consuming more resources wéffic in the substrate network is within [4.3; 4.8]GbifThese
the substrate network, and is identified by the self-orgagiz experiments indicate that the more overloaded is the satbstr
model to be moved. network the better will be the efficiency of the self-orgamiz
Finally, we need to know which virtual nodes of VN#2model.
should be moved. The self-organizing algorithm is executedNow, if we analyze the graphics of Figs.9-11 considering
and at the end of the cycle two virtual nodes of VN#2 werthe interval of self-organizing execution, we also verifyat
migrated. The number of virtual nodes that move is transgarét plays an important role in our model. In all scenarios
for the system. Analyzing the log files it is possible to idgnt there are re-organizations when the interval of self-omjag
which virtual nodes moved to which substrate nodes. In théxecution is smaller than 20s. This behavior indicates that
scenario of test, virtual node A#2 moved from 8o sn 3, there is a relationship between the monitoring process and
and virtual node B#2 moved from sb to sn 4. the self-organizing model. The monitoring process used for
The self-organizing model reacted in the expected way ftitis experiments is based on sliding windows that keep part
traffic load imposed by the request model configured for théf the measurements executed in past cycles of self-origaniz
experiment. We concluded that differences between thesstqucontrol loop, and can perhaps masquerade or postponeedquir
load of distinct virtual networks (like 20% of the total regpi  self-organizations. An future study about the relatiopdhe-
load) does not present a significant impact on the total ¢raftiveen monitoring process and self-organizing might improv
consumption. We also concluded that the preferences of the efficiency of the self-organizing model.
movies play an important role on the decision of which viitua An interesting behavior is observed on scenario “VN#1
node should be moved, and where to move this virtual nodeVN#2_P-I" (Fig.9). The execution of this scenario with
interval of self-organization of 1s, 5s, and 10s presengs th
B. Varying Preferences and Execution Interval of Selkgme curves (from now on we will refer just the interval
organizing Control Loop of 10s represented by the case wihn 10s). The same
For this experiment we fixed the total number of requesssenario with interval of 15s (witlson 15s) presents distinct
in the substrate network to 500 reg/hour, and each virtuasults after the self-organization. The cases veitin 10s
network has 250 reqg/hour. There are two dimensions varyirand with son 15s execute the first round of reorganization
The first one is the interval of self-organizing executioatth approximately in the same time (witbon 10s executes the
varies among 1s, 5s, 10s, 15s, 20s. The second dimensioretrganization 1.5 min before withon 15s). Both cases exe-
related to the preferences of the movies, and we present tliee two rounds of self-organization but the second onergccu
combination of the preferences between the virtual netsorkn different moments.
Figs.9-11 show the total traffic consumed in the network for The case withson 15s executes the second round of self-
this set of experiment. organization approximately 38 min after the first round, and
Comparing the graphics of Figs.9-11 it is visible thateaches a stable state where the overall traffic consumption
the preferences of the movies impact the self-organization the network is within [5.3;5.8]Gbit/s. Case witon 10s
efficiency. Fig.9 presents the case where the users of btdakes 101 min to execute the second self-organization round
virtual networks have the same preference for the movies. Thnd then it also reaches a stable state with traffic con-
consequence is that the scenario in Fig.9 is more overloadeanption within [4; 4.5]Gbit/s. The maximum reduction on
then the others. The other two scenarios, respectively framaffic consumption achieved by witkon 15s is 52%, while
Fig.10 and Fig.11, take just one round to reorganize thealirt with_son 10s reaches 62% (if compared with the traffic con-
nodes. However, the graphic of Fig.9 shows that two roundamption when the self-organizing is not active). The early
of reorganization of the virtual nodes are required, and¢he execution self-organization on case wislon 15s does not
sultant traffic is lower then the other cases. For exampter afguaranteed that it would present a better efficiency overtim
the last reorganization the traffic consumption in “VN#1 As evidenced by case witkon 10s, a later reorganization
I_VN#2_P-II” and “VN#1_P-I_VN#2_P-III” is within the reduced even more the total traffic consumed in the substrate
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network. To understand the reason for this difference wie workloads of the physical nodes, and generally, thi sel
have to analyze the behavior of the each substrate lirdeganization is accomplished migrating virtual machines t
Fig.12 presents the traffic inside the substrate links wizse ¢ physical ones with lower workloads. However, the metries tr
with_son 10s is executed, and Fig.13 illustrate the traffic faditionally used to determine the workload of virtual ma&sn
case withson 15s. are CPU and memory, and in a virtual network the bandwidth
consumption is one major metric to be considered in the
| migration process. Beyond these metrics, virtual netwiwe |
migration is different from virtual machine migration besa
nnnnnnnnnnnnn ] it has also to deal with virtual topology issues and routing
connections reconfigurations.

A very recent research on virtual router migration is pre-

Traffic(Bit)

nnnnnnnnnnnn 1= % sented by Yi Wang et al. [6]. In this paper the authors progose
: VROOM, a virtual router migration mechanism, where the
- N e N virtual interfaces of the routers are not directly mapped to

E physical ports and in this sense it is possible to migrateigero

uuuuuuuuuu

- among different physical devices. The authors presented th
migration mechanism itself and argued the advantages o usi
Fig. 12. Scenario VN#IP-I_VN#2_P-I - Case withson 10s this approach to deal with management changes, plannidg, an
new service deployment. However, nothing was mentioned
about the analysis to trigger the router migration, and how
this approach can help to reduce the resource consumption on
the substrate network.

Since network virtualization is a very new research area,
there are few proposals properly considering maintenafice o
resource management. Until now the focus of the researches
are the efficient mapping of virtual networks to the substrat
network. The work presented by Houidi et al. [10] explicitly
considers autonomic principals on their mapping process. O
the other hand, Yuy et al. [9] do not use autonomic features,
""""" but the authors employ splitting and migration mechanism to

reorganize the mapping of virtual links used by each virtual

Fig. 13. Scenario VN#IP-I_VN#2_P-I - Case withson 15s network. o o _
In [10], Houidi et al. present a distributed and autonomic

The main differences between Fig.12 and Fig.13 are tHePPINg framework responsible for self-organizing the- vir

substrate links affected by the self-organizing cycle. THE@ networks on top of the substrate network every time
initial round of self-organization on both cases is triggeby @ NeW deployment request arrives. This request triggers the

“link_sn7 sn8”, however the movement of virtual nodes Wagutonomic elements, which in their turn, exchange messages
not the same. Case withon 10s moved 2 virtual nodes ont@ build a global view of the all virtual network topologies
the first round, while case vViLIson_lSs moved only 1 virtual and decide Where to place/replace the resources of theak/irtu.
node. Decisions of which virtual nodes should be moved PftWorks. Despite the fact that the approach presented in
a round of self-organization cause consequences on all siif2] émploys autonomic features and decentralization @n th
sequent decisions. In this sense, the the interval of emutreallocatlon mechanism itself, the decision of when and how
the self-organization control Ioop,isarelevant parametezn reorganize the substrate network is still based on external
there is an overloaded scenario. This conclusion is supgorfNd global view approach. As discussed before, this design
by the fact that cases witkon 10s and withson 15s on 'S not appropriated to deal with dynamic, transient charmges
the other two scenarios (Fig.10 and Fig.11) present a mdfgource consumption. _ _

stable behavior. This experiment shows that an specifioystud | "€ Work presented by Yuy et al. [9] is specially target to
about the execution interval of self-organizing controbpo deal with dynamic requests for embedding/removing virtual

is required to determine the parameters that produce the H¥WOrKs from the substrate. The authors map the constrains
results considering different loads on the substrate mé&two of the virtual network to the substrate network by splittthg
requirements of one virtual link in more than one substrate

link. The reorganization is accomplished migrating/reatong
split virtual links to other substrate network links. A time

On a first sight, the proposed self-organizing model mighktindow is used to regulate when a reorganization of the &irtu
be seen an extension of existing virtual machine live mignat network links is required. The problem of this approach is
Recently, self-organization techniques [16][17] haverbem- defining an appropriate time window able also to deal with
ployed on server virtualization scenarios [18][3][19].these the dynamics of the virtual network life cycle, and not only
cases, the virtual machines are self-organized accordingwith the dynamics of the requests to embed.

Traffic(Bit)
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