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Abstract—Network virtualization is an emerging technology wants the accomplishment of the contracted resources (SLAs
for cost-effective sharing of network resources. The key sategy must be maintained), while the later regards to the physical
in network virtualization is of slicing physical resources (links, i, fastructure provider, who wants to save as much as pessib

CPU, memory, and storage) to create virtual networks that its phvsical . der t o
are assigned to different operators. One important challege 'S PNySICal resources in oraer to maximize revenues.

on network virtualization is the efficient use of the physica Being this, efficient algorithms to allocate physical re-
resources. To accomplish such efficient use the managemerft o g5oyrces (links, CPU and storage capacity) must be put in
the physical resources should be transparent to the appli¢eons place by physical providers, otherwise punctual high loarls

running within the virtual networks, and should be executedat ) . .
runtime in order to deal with the variation on the load requests Multiplexed physical resources may create resource $garci

of different virtual networks. Traditional resource allocation that can prevent the deployment of new virtual networks.
schemes use offline, centralized, and global view strategito  Traditionally, physical resources are allocated in theighi

manage the use of physical resources. In contrast to thesep|anning phase: a planning tool [4] provides the estimated
strategies, we propose a runtime, distributed, local view pproach dimensioning of network components given a certain SLA and

to manage physical resources. In this paper we introduce a . .
virtual network architecture and an associated self-orgaizing 'esources are allocated based on this output. This appeaach

algorithm to reallocate virtual network resources along diferent be applied for small virtual environments, but in large scal
physical nodes in order to equalize the bandwidth, and storge deployments a static allocation cannot take in account twesm

consumption on the physical nodes. We developed a virtual jjmpalance of users requests between different locations.
network model based on Omnet++ to simulate the designed self

organizing algorithm. An IPTV testbed scenario is presentd and In order to efficiently consume resources of the physical
initial experiments, about the interruption time of the application infrastructure, this paper proposes a real-time realiocatf
inside the IPTV virtual network, are described. virtual network resources. The main contribution of thipga

|. INTRODUCTION is twofold. First, we propose a new approach to the deploymen
of services of virtual networks: with this approach, resesr

The increasing demand of multimedia services over the . o . .
can be dynamically moved within the virtual layer to maximiz

Internet is pushing for new methods to allocate resources in_ .. : :
. ver time the consumption of physical resources. Second,
future networks. For example, IPTV services are expected 10 ' o : .
. we define a distributed algorithm based on self-organizing
become more and more popular and integrated offers, like

. : : . echniques to implement a real-time reallocation scheme fo
the triple-pay packages, require cost-effective stratedor virtual networks.

resource allocation. In fact, a typical IPTV network infras _ _ )
tructure requires significant investments for the distitou  1he proposed virtual model was implemented in the Om-

network, in terms of guaranteed bandwidth as well as availaf€t*+ simulator and we defined an IPTV scenario with virtual
storage capacity. Normally, these resources need to bagdanProviders in order to test the self-organizing realloaatio
and well dimensioned in advance, before upper services &géme. The objective of the simulation, in this paper, is
be actually deployed [1]. !dentlfqug the impact of the moving process in terms of
The costs of deploying a physical infrastructure may preveiiterruption of IPTV services.
many service providers to get into the market, like in theecas The reminder of this paper is organized as follows. Section
of IPTV services [2]. Nevertheless, recent works in the field brings the related work on self-organization and virtual
of virtual networks offer a viable alternative that pronsige networks. Section 3 presents the proposed virtual network
cut costs by sharing the infrastructure among differentiser model and section 4 presents the designed reallocatingeche
providers [3]. The key on network virtualization is of diiidy Section 5 presents the implementation of the proposed model
the physical network infrastructure into several slicesl arusing the Omnet ++ simulator, while section 6 describes the
associating them to different virtual providers. The dgpient testbed scenario. The evaluation and the associatedsesalt
of virtual networks must observe two different perspedtivediscussed in Section 7. Finally, the conclusions and future
The former is the perspective of a virtual provider, whavork are presented in Section 8.



Il. RELATED WORK in running a physical infrastructure can be outsourced to an

. . N . external provider.
On a first sight, the proposed self-organization reallocati For the purpose of this paper, it is important to describe
scheme might be seen as an extension of existing Virtl{ﬁﬂ '

C Lo - . e main characteristics of an architecture for virtuaiog it
machine live migration. Recently, self-organization teiques . -
; 2 : should be noted that this paper presents the minimal assump-
have been employed on server virtualization scenario$][5][

In these cases, the virtual machines are self-organized tions, and further details can be found in specific projekts |

cording to the workloads of the physical nodes, and gengét‘Nl or 4WARD [12]. The physical resources of a node are

; AT . o >~ Sliced into different virtual nodes: each virtual node isigsed
ally, this self-organization is accomplished migratingtwal : . ;

. . . to a different customer. Physical resources include CPUepow
machines to physical ones with lower workloads. However emory space. eventually storade capacity. network ates
the metrics traditionally used to determine the workload (5? y space, y g pactty,

virtual machines are CPU and memory, and in a virtué{lnd bandwidth.
. memory, . . An important aspect in the architecture of virtual networks
network the bandwidth consumption is one major metric 5

. . L 2 the transparency: virtual nodes cannot see or exchange an
be considered in the migration process. Beyond these rs;etrﬁlpe of information. in order to assure isolation of the
virtual network live migration is different from virtual nchine of different provid,ers Additionally, the data exchanged i
m|grat|on becal_Jse it has "’.IISO to dea_l W'th. virtual tOpOIO%e virtual network is transparent to the physical provider
issues and routing connections reconfigurations.

e . . 0 preserve the privacy of the customers. Neverthelesse som
The research presented by Yuichi Ohsita et al. [7] is ab, P P Y °

) . : ~ninimal primitives to inspect the activity of the differeslices
to make the reconfiguration of the virtual network topology i

der t th the traffic d d . " TE!\re normally available: as an example, primitives to allbe t
orderto cope with Ihe traffic demands on a given moment. THE. o) o1 of the physical resources to know the actual esag
authors use traffic matrix estimation, and partial visiortraf

irtual nodes t ke th " tion decisi A stb of computational resources and traffic consumption. Fidure
virtualnodes fo make Ihe reconfiguration decisions. A s fows the architectural view of a node, where resources are
of the authors from this first paper, Takashi Miyamura et

. . Sliced and assigned to different virtual providers.
[8], enhanced the previous research and defined a centfahzé SSIg ! virtuat providers

server devoted to identify traffic on demand fluctuation and Physical node A Physical node B Physical node
ne’Fwor.k faﬂgres. Based on this, a virtual r)etwork recoqflgu e N Vit vitear PR
ration is activated. Both cases, the re-configuration Eede Noce I Noce Node Y
just restrict to links of a virtual network and does not coesi viwal | 1 | e T
. . . . . . . | I ] Pipe ! | !
that this process might involve migration of an entire \attu ~ Vemeer|: || 1! .Il N L
. . . 1 1 [
device, like a router. Physical IR 11| ] |
) . i . Resource 1 1 )
A very recent research on virtual router migration is pre- . N T
sented by Yi Wang et al. [9]. In this paper the authors progose
VROOM, a virtual router migration mechanism, where the Virtual o _ _ Vit
Provider #1 Provider #2

virtual interfaces of the routers are not directly mapped to
physical ports and in this sense it is possible to migrateigero
among different physical devices. The authors presented th
mlgra_tlon m_echanlsm itself and argued about the advantagei physical node is composed of: physical resources, virtual
of using this approach to deal with management changes . . . .
. . . manager, virtual nodes, and virtual pipes. The virtual ngana
planning, and new service deployment. However, nothing was : !
: . . .2 IS responsible for receiving the requests for deploymerd of
mentioned about the analysis to trigger the router mignatio . ! . .
: . virtual node or pipe and managing locally the connectiorts an
and how this approach can help to reduce punctual high loads iated rtual K The virtual
on the physical infrastructure resources associated to virtual network. The virtua menag
Based the af " ) d beli that t can be seen as the “hypervisor” concept used on virtual
ashe (()jn et adodremer:hlone k;I;/e efleve” atcur_rcten Irr%'achines technologies, for instance.
searc est 0 '1.0 a r_essl elpfo emdob readoca ed\{" Hal T€A virtual node is a slice of the physical node compre-
sourcess _rruhn |me,tu5|n% ocal view, ?rt]h ase ongl le “bt, Yhending: CPU power, memory space, application(s), storage
approach. The next sections present the proposed solu Ioncapacity (if necessary), network interface and bandwidtifr m
tiplexing. A virtual pipe regards all virtual node features
but application and storage capacity. The introductionhef t
According to recent researches, virtualization is a prongis virtual pipe concept supports the creation of virtual links
technique to deploy future networks [3][10][11]. Its keye&l between non-adjacent virtual nodes. Figure 2 illustrae th
is the identification and separation of two roles: a physicdlfferences of using virtual nodes and virtual pipes coasity
provider, who owns and maintains the physical network, anide physical view and the virtual views.
a virtual provider, who builds its own infrastructure by tieg The technology for creating virtual links is already avhita
slices of resources from the physical provider. If we loolaaton current routers [9], but we believe that it is necessary
virtual provider as an entity selling services to final cas¢os, to have some mechanism to determine the amount of traffic

the advantage of virtualization relies on the fact that £ogpassing by physical connections that compose the virtak] i

Fig. 1. Virtual node

IIl. VIRTUAL NETWORK MODEL



e Vit Vit the destination virtual node. Figure 3 illustrates thelogaltion
UCEN L L L L o irtua irtual . . . .
fode Node Provider #1 of a virtual router of an IPTV virtual provider (details aldou

the IPTV infrastructure can be found in [2]).
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in order to enable a better management of the virtual netsvork T Pysiealcomnecton = = Viruatlink
resources. For example, the employment of virtual pipes
allows the virtual manager to identify forward traffic insid Fig. 3. Reallocation scheme

a physical node without inspecting the packets belonging to
a virtual network associated to this traffic. In our model, The algorithm used to accomplish the reallocation scheme
the information associated to this kind traffic is one of this divided in five stages. First, locally each virtual marrage
inputs used to analyze the necessity of reallocating \irtuanalyzes the existence of some traffic associated to a Virtua
resources. In the next section we present our solution fieode with characteristics to be moved. Due to space liroitati
efficient resources reallocation. the heuristic developed to identify the virtual nodes to be
IV, DISTRIBUTED REALLOCATION SCHEME mqved will not be pres_,ented. Qn the second s?age, the physica
' neighbors exchange information about the virtual nodes tha
As mentioned before the major contributions of our proposglust be received or moved. Locally, on the third stage, each
are the employment of distribution, local view, and onlin@eighbor analyzes the exchanged information, and the gdlysi
features on the reallocation of resources of virtual nek®&or ngde that must move a virtual resource decides to whom
Some assumptions must be observed in order to provide syed virtual resources might be moved. The forth stage is
features in the new scheme, and they are described belowthe announcement of the decision and the reservation of the
« The initial deployment of a virtual network is not ad-resources at the target physical neighbor. Finally, theuair
dressed by this work, and we assume that a differemésources are moved.
external planning tool analyzes the conditions of physical During the third and fifth stages the application(s) running
resources and then choose the best initial placement fieside the virtual node are suspended, and all packetscelat
the slices of the new virtual network. to this virtual node are queued by the virtual manager. As
« We assume that the virtual topology defined by the firsbon as the virtual node is reestablished on the physical
placement will not change during the lifetime of theneighbor the packets are unqueued and sent to the virtual
virtual network, even after the reallocation of virtuahode on the new physical location. As aforementioned, the
slices among physical nodes. proposed reallocation scheme imposes an interruptiondgime
« The reallocation of slices must be as transparent @ application running on the virtual node. This interiopt
possible for the virtual node. In the current stage afme depends on the nature of virtual node that is being
this research, the reallocation of the virtual slices isioved. For example, if the virtual node is an IPTV router,
transparent in the sense of avoiding to exchange any kit interruption time might be higher because the storage
of information between the virtual application inside th@ssociated to the IPTV router must be also moved. On the other
moving slice and the virtual managers of the physic@land, if the virtual node is a common router the interruption
nodes involved in the reallocation operation. Howevetime should not be prohibitive because less resources ghoul
we introduce an interruption time on the execution of thise moved. Discussions about the routing process during the
application running inside the moving virtual slice. migration of virtual routers are out of the scope of this pape
Based on these assumptions, and inspired on self-According to the description provided above, it is possible
organization techniques presented in [13] we defined a te- observe that our proposal does not need a global view
allocation scheme that is executed locally by each virtuaf the physical topology to identify the overloaded phykica
manager inside the physical nodes. The main objective r@fsources, like links or devices. Just using the local mfgion
this mechanism is to approximate the virtual node that istrieved from the controllers of network interfaces, CPU,
generating a great amount of traffic to the destination &lrtumemory, and disk, our heuristic is able to identify possible
node. The approximation is done moving the source virtuairtual candidates to be moved. Moreover, we also do not
node from its physical device to another physical device ne@eed any centralized entity to make the decision of rediloga



resources. Our approach is completely distributed anddbase To run the simulation some main parameters are required
on information exchanged among the physical neighbors taed Table | presents these parameters and the associated val
reallocating scheme is triggered. On the next sections weed on the simulation.

present the implementation, testbed, and evaluation of the

proposed reallocation scheme. Parameter __| Associated value

Datarate of links associated
V. IMPLEMENTATION to each V|rtu_al network_ 1 Gbhps
Delay of of links associated
To validate our reallocation scheme we implemented a new to each virtual network 1ms

module for Omnet++ Simulator. This new module is presented Datarate of storage 100 Mbps

. . . .. . Delay of storage 1ms

in Figure 4. The network presented in this figure is composed

TABLE |

of 5 physical nodes and 2 virtual IPTV providers (“vnetA’

and “vnetB”). Most of the parameters of this virtual module
are configurable, like for example the number of physical
devices, virtual nodes, and pipes, and also the featurémeét Being this, the initial experiments proposed in this paper
elements. However, the current version of this module doés n :

support the definition of different network topologies, amd aneshgzite the interruption _tlme to move the v!rtual route
. . : . . VR1_B” and the storage directly connected to it, when the
ring network topology can be described in this version.

size of the storage varies from 1GB to 10GB. We also discuss

e the compromise between maintaining a low interruption time
e e L |pmemee i@ 210 gnd the number of virtual resources necessary to keep th fixe
| e [ || s | interruption time.
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Figure 5 presents the graphic of the interruption time
associated to the scenario described above. The intevrupti
: :  time is composed of time to: (a) exchange the control message

S (Virtuaiiade) son_wnet, [ B][x 1| 0 (Storage) son_wnet. physicalnedez ot - [5][x | 0 (storage) et physicalnd 2l petween the physica] neighbors in order to reserve then@dlui
3| B Gy P | ©) 7 5] G| £rul o @l = || ] s o | @ 2| mm .
L s g mezsnots | B ebras s mspsiar nosoz trase oot puuavisn| | surane o mmemisssne 0 v [ €SOUrCES for the reallocation process; (b) read and setad da
s af A . .
from one storage to the storage of the physical neighbor; and
= I | (c) write data on the storage of the new physical location
R o — = & =" of virtual router “VR1 B”. The interruption time increases

linearly with the increase of the storage size, as expected.

Fig. 4. Virtual module for Omnet++ simulator
Interruption time (s)

So far, in this paper we show the execution of the proposed — 3
distributed virtual reallocation scheme in the light of the o oA
reallocation of virtual resources from an IPTV virtual picher. . y -

To accomplish this we defined a virtual network where an 500 .4
IPTV provider deploys the required infrastructure to atten 400 g
the requests for movie streams of their costumers, and the Zgg
associated testbed is described in the sequence. - r/!’
VI. TESTBED . 2 4 6 8 10

. . . . St ize (GB
We consider a scenario where the IPTV provider requires sl e

routers connecting costumers, and the planning tool, respo

sible for defining the first placement of the virtual resostce Fig. 5. Interruption time

has allocated two virtual routers in different physical teya.

Furthermore, storage slices have been attached to eaghlvirt The analysis of the interruption time is not so interesting

router. These two virtual nodes are connected throughealirtwhen it is done in an isolated fashion. However, the analysis

link, and this scenario is illustrated in Figure 3. of the interruption time in the light of the amount of virtual
The experiments consider users connected to the virtwasources used by a virtual provider can become a business

router “VRL1 A’ requesting movies located on the storagenetric at the moment that a virtual provider is contracting a

connected to virtual router “VRB”. There is a traffic passing virtual network. For example, let's consider the scenariere

by the physical links “L” and “Ls”, and this traffic transforms an IPTV provider requires a storage capacity of 20 GB, and

the virtual node “VR1B” (at physical device “PR-111") in a the features described in Table | are being used. In this case

candidate to be moved to the physical device “PR-II". the smallest interruption time (i.e, 80s considering thed t



minimum storage slice is 1GB) is guaranteed when 20 virtugélf-monitoring, can improve the management of the virtual
nodes are used. networks on top of the physical network.

In this sense, the maintenance of low interruption time dur-
ing the reallocation scheme imposes the deployment of more
virtual resources to a single virtual provider. This infation ~ This work was partly funded by the Brazilian Ministry of
can be used by both sides, physical and virtual providefducation (MEC/CAPES, PDEE Program, process 4436075),
to determine the behavior of the reallocation process. Fdd by the European Union through the 4WARD project in
instance, if the virtual provider contracting a virtualwetk the 7th Framework Programme. The views expressed in this
does not desire high interruption time on the applicatiomé@per are solely those of the authors and do not necessarily
running inside the virtual network, it can force the phykicdePresent the views of their employers, the 4WARD project,
provider not to employ the reallocation scheme to this wirtu©' the Commission of the European Union.
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